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Summary

In the current “information explosion era”, data is increasing dramatically
every year. Tackling the challenges posed by collecting large-scale data is
trending to a superabundance of data management systems characterized
by horizontal scalability.

Data has become a critical commodity in organizations and data ana-
lysts are struggling to make optimal business decisions, due to the chal-
lenges in Big Data management: volume, velocity, variety, veracity, and
value. Large-scale data analytics is turning into a computational resource
paradigm due to already unprecedented yet fast growing requirements
such as scalability, data intensiveness, high availability, fault tolerance,
and the ability to handle diverse data structures. As these problems grow
in scale, parallel computing resources are required to meet computational
and memory requirements. The growing demand for large-scale data anal-
ysis and mining applications has resulted in both industry and academia
designing highly scalable data-intensive computing platforms.

Large-scale analysis requires clusters of connected computers to allow
high performance in environments such as cloud computing. As cloud
computing clusters grow in size, the following key challenges have arisen:
heterogeneity of the system, hidden complexities, time limitations, and
scalability. Other challenges such as failure prediction and anomaly detec-
tion of components in the cluster components are also important factors
that must be addressed while running Big Data applications. Although,
some solutions to these challenges are already available for small-scale
systems, a scalable approach for effective performance diagnosis and pre-
diction is needed. This dissertation addresses these needs and proposes
solutions (like a distributed scalable analytics framework) that enrich
the cloud platform and enable high-performance processing on a large
scale. The contribution of this dissertation is demonstrated by applying
state-of-the-art processing framework and consequently improving data
center overall performance by predicting failures and detecting anomalies.
The framework enables Big Data applications to gain an advantage using
cloud computing such as scalability and elasticity.

Additionally, it proposes a state-of-art solution for permanently deleting
data stored by Big Data applications. Herein solutions for securely deleting
cloud data are evaluated, and a novel secure deletion tool for Hadoop
clusters is also proposed.
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Chapter 1

Introduction

1.1 Motivation

Despite the fact that the term Big Data has become part of mainstream
vocabulary, there is no comprehensive definition of what the phrase “Big
Data” truly means. Data scientists posit the idea that the Extraction,
Transformation and Load (ETL) for a massive data is the best definition of
the of Big Data concept [12] [28] [13]. This depiction of Big Data depends
on five information characteristics: volume, velocity, variety, variability
and value (the 5Vs) [3] [9]. As the number of devices, sensors, and people
connected to the global network increases, the amount of data and the
need to communicate, share, and access the data increases. This increase
in the data volume cannot be processed using traditional methods.

The Internet Data Center assessed estimated that the development
amount of information would grow by a factor of 300 between 2005 and
2020, while expecting to increase data amount from 130 Exabytes to 40,000
Exabytes [15].

Futhermore, the discovery of data insights refocused information man-
agement on a new analytic paradigm- Data Science in which applications
need to scale and ensure they do not overwhelm the 5Vs (volumes, veloci-
ties, varieties, variabilities, or values). This results in what is called “the
Big Data phenomenon”.

The existing Big Data tools (e.g., HDFS, MapReduce, Spark, Flink
etc.) require partitioning and distribution of data for processing across
multiple data centers. The need to process the data depends on data size
and the location of data sources. The main challenge will be to enable
faster execution times for Big Data processing [2]. In other words, the

1



Chapter 1. Introduction

main features of data-intensive paradigm are scalability and efficiency.
Cloud computing is another factor that accelerates the revolution of Big

Data. Large, geo-located data centers of clouds enable the computational
power of infrastructure, while on-demand scaling provides opportunities
for Big Data scenarios. The cloud infrastructure allows users to avoid the
burden of managing complex distributed hardware and also provides an
infinitely scalable infrastructure. Therefore, users focus directly on renting
and scaling their services for better resource utilization and can compile
according to the application’s processing needs.

However, problems with cloud infrastructure availability and perfor-
mance can lead to extensive financial losses. Therefore, it is crucial to
address performance as an explicit objective. There is also a need for
automated failure diagnostics and predictive analytics, which enables the
cloud providers to manage their data center proactively. This dissertation
provides a framework for autonomic and scalable analytics, which makes
it possible to explore a large amount of data for both automated failure
diagnostics and anomaly detection that accelerates cloud performance and
availability.

This dissertation proposes a diversified and efficient extensions to cloud-
based Big Data framework as a key milestone. This dissertation provide
a framework that can help to improve the accuracy and speed of data
center by predicting the failure of computing nodes and jobs in Hadoop
clusters as well as detecting anomalous behavior of Big Data applications
running in cloud infrastructure. Finally, this dissertation provides a secure
deletion technique which enhances transparency to the user when dealing
with a distributed file system in a massive infrastructure.

1.1.1 Organization

This dissertation is organized as a collection of research papers and divided
into two parts. In the first part, the motivation, relevant background, and
a discussion is presented. The second part, consists of research articles
that contribute to the dissertation.

Part 2 consists of a collection of six research papers: Paper I proposes
a novel distributed data storage and processing framework. Papers II,
and IV demonstrate large-scale analytics to predict failure and to detect
anomalies in a data center. Paper III presents a state-of-art solution for
deleting the data generated for papers II, and IV permanently. Finally,
paper V and VI demonstrate the data analytics application.

2



Chapter 2

Background

This chapter provides an overview of different technologies and terminology
used in the enclosed papers.

2.1 Big Data

In “information explosion era”, a massive amount of data is continually
generated at an unprecedented and ever increasing scales. This enormous
volume of data is collected and studied in various domains. Data generated
from a variety of connected devices are growing at an exponential rate. In
2011, digital information grew nine times in volume in just five years [25]
and its amount is projected to reach 35 trillion gigabytes by 2020 [33].
That torrent of data is emerging from a wide and ever growing array of
sources. Some examples of large datasets and their respective growth rates
are listed below [21]:

• The New York Stock Exchange generates about one terabyte of data
per day.

• Facebook hosts approximately 10 billion photos, taking up one
PetaByte of storage.

• Ancestry.com, stores around 2.5 petabytes of data.

• Ebay generates more than 50 terabytes of data per day.

• Google generates 40000 search queries per second.

• The internet archive stores around 2 petabytes of data, and is
increasing at a rate of 20 terabytes per month.

3



Chapter 2. Background

• The Large Hadron Collider produces about 15 petabytes of data per
year

• Radiology data produces 69 petabytes per year.

• Internet of Things: 25-50 billion connected devices will be on the
Internet by 2020

• Self-driving car will produce 100 million megapixel images which are
almost 100 terabytes to train in deep learning.

• Exascale simulation will generate terabytes per second.

• The Square Kilometer Array Telescope will produce 100 terabits/sec-
ond ( 400 exabytes per year)

Figure 2.1: The 5 key challenges in Big Data

As more and more systems generate data, which is produced in ever-
increasing quantities, the scalability of algorithms is essential for successful
data management. This is the movitation for development and study of
“Big Data”.

The National Institute of Standards and Technology (NIST) describes
Big Data as “a collection of extensive datasets primarily in the characteris-
tics of volume, variety, velocity, and/or variability that require a scalable
architecture for efficient storage, manipulation, and analysis” [8].

4



2.1. Big Data

These are the key characteristics of Big Data shown in Figure 2.1, and
are commonly referred to as the Vs’ of Big Data.

Table 2.1: 5Vs of Big Data

Volume quantity, from terabytes to zettabytes

Velocity batch processing to real-time processing

Variety structured, semi-structured and unstructured

Veracity quality, relevance, trustworthiness, accountability

Value predictive value

• Volume: The volume of Big Data is described as the amount of
data coming in. The volume typically ranges from gigabytes to
exabytes and beyond. Facebook alone generates 10 billion messages,
4.5 billion click events, and 350 million photograph uploads every
day. This amount of volume is not only storage challenge, but also
a massive computational goal for data analysis.

• Variety: Describes the organization of data. Although the develop-
ment of “Big Data” technology produced structured, unstructured,
and semi-structured data, today , 80% of the world’s data is un-
structured and therefore cannot be entered easily into relational
databases.

• Velocity: Velocity means the flow rate at which data is produced,
stored, and analyzed. In “data explosive era”, data is analyzed
and stored in real or near real time. The increasing number of
connected devices known as the Internet of Things (IoT), creates
additional challenges for real-time data analytics. Some industries
(e.g. telecommunications) have processed a high volume and limited
time interval data for years. However, with the horizontal scalability
of Big Data it becomes possible to handle such data efficiently.

• Variability: Variability refers to any change in data over time,
including the flow rate, the format, and the composition. The
collected data with different fields has a high probability of containing
incomplete information. These incomplete, uncertainty and diverse
data sources significantly influence the quality of data. Therefore,

5



Chapter 2. Background

data validation and provenance become an important step during
data processing to solve this problem [11].

• Value: The ability to understand and manage data sources and
integrate them into a larger data network can provide previously
unknown insights from data. The rise of Big Data is driven by
the rapid development of machine learning algorithms, data mining
techniques, and artificial intelligence. Moreover, it is motivated by a
process of analyzing the data, extracting information into knowledge
and action for desired values based on historical knowledge [10]. It
involves a process to use the machine learning algorithms to achieve
the value of data to make a business decision.

2.2 The Large-Scale Distributed Processing

Figure 2.2: Large-scale distributed data processing framework

The analysis of large volume of data using conventional methods is
exponentially expensive. The advent of horizontal scale [32] (adding more
machines) has reduced the cost for constructing systems to process massive
amounts of data. Large-scale data processing enables the use of different
types of data in a cloud to provide diverse analytic services (see Figure
2.2). A large-scale data processing platform serves as a framework for
both storing and processing of a large volume of data (batch and stream)
in a distributed environment.

6



2.3. Big Data Technologies

Big Data processing can be classified into two types: batch processing
and stream processing. A framework for Big Data processing and analytics
projects resembles that of a traditional business analytics projects. The key
difference is how the processing is executed in the Big Data environment. In
a traditional framework, analysis is performed with a business intelligence
tool on a stand-alone system. In Big Data, processing is executed across
multiple nodes.

The concept of distributed processing is not new. However, the avail-
ability and rapid growth of open-source platforms such as Hadoop and
Spark have encouraged many organizations to use Big Data analytics in
various domains. The challenge in their use is that Big Data tools are
incredibly complex and to utilize them successfully requires a variety of
skills.

Figure 2.2 shows detailed steps involved in Big Data processing and
analytics. Data acquisition is performed using various sources such as:
the Internet, cameras, mobile terminals, self-driving cars, social networks,
hospitals, smart homes, smart meters, and sensors. The collected data are
stored in a distributed file system such as HDFS. These data has to be
retrieved, processed and analyzed with various tools.

Data-intensive processing tools such as Spark and MapReduce are used
in conjunction along with machine-learning techniques to provide analytics
to end users. Additionally, the data warehouse method [57] is also used
whereby various data from an array sources are aggregated and processed.
Before processing, the data is cleaned and made ready for use by way of
ETL (extract, transform, and load). Structured and unstructured data is
processed via data-intensive tools [23, 20].

The next step is the analytics layer wherein machine learning, data
mining, and pattern recognition techniques are used to provide insights.
The value is presented in a report or the form of charts.

2.3 Big Data Technologies

The following subsections provide an overview of different technologies
used to conduct the research performed in the enclosed papers.

7



Chapter 2. Background

2.3.1 Hadoop

Hadoop 1 [21] is an open-source framework for distributed storage and
data-intensive processing, first developed by Yahoo! 2. It consisted of
two core projects: Hadoop Distributed File System (HDFS) [35] and
MapReduce programming model [41]. HDFS is a distributed file system
that splits and stores data on nodes throughout a cluster, with a number
of replicas. It provides an extremely reliable, fault-tolerant, consistent,
efficient and cost-effective way to store a large amount of data.

HDFS is designed to store large-scale data in terabytes in an efficient
way. It is based on Google file system (GFS) [48]. Each node in Hadoop
has namenodes and a cluster of datanodes to form the HDFS cluster.
Clients use RPC to communicate each other. HDFS stores large files
(64MB to 512MB chunks of a single logical file), across the cluster. It
mainly separates file’s metadata and application data.

NameNode
(Active)

NameNode
(StandBy)

Client

DataNode1 DataNode2 DataNode3 DataNode4

Client

Name=/home/foo/data
Replicas = 3
--------
--------

 Block Ops
Read

Metadata

Metadata

Write

Figure 2.3: Architecture of HDFS.

The NameNode is the master node on which the job tracker runs. It

1Hadoop; [http://hadoop.apache.org/]
2Yahoo! Developer Network, (2014), Hadoop at Yahoo!,

[http://developer.yahoo.com/hadoop/]
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contains the metadata (information about data blocks stored in DataNodes
- the location, size of the file, etc.). It maintains and manages the data
blocks, which are present on the DataNodes, where the actual data is stored.
The DataNode runs three main types of daemon: Read Block, Write Block,
and Write-Replicated Block. The NameNode and the DataNode maintain
their own logging format. Each node records events/activities related to
reading, writing, and the replication of HDFS data blocks. When a file is
written in HDFS, it is divided into blocks of a fixed size. The client first
contacts the NameNode, which gets the list of DataNodes where actual
data can be stored. The data blocks are distributed across the Hadoop
cluster. Figure 2.3 shows the architecture of the Hadoop cluster node used
for both computation and storage.

MapReduce is parallel programming model introduced by Google in
2004 that processes large data on clusters of computers. It has proven
to be very attractive for parallel processing of arbitrary data [41]. It
consists of two user-defined functions, Mapper and Reducer. The Mapper
processes input data splits in parallel through different map tasks and
then sends sorted, shuffled outputs to the Reducers that in turn group and
process them using a reduce task for each group. MapReduce manages
scheduling of the task across clusters, fault-tolerance, splitting the input
data managing communication between nodes.

Split 0

Split 1

Split 2

Map

Map

Map

Reduce
Ouput

file 1

Reduce
Ouput

file 1

OutputReduceShuffle
(Sort)

Map Intermediate
files

Input files

Reduce Worker

Reduce Worker

Map Worker

Map Worker

Map Worker

Figure 2.4: MapReduce simplified Flowchart.

A MapReduce program takes a set of key/value pairs as input and
produce a set of key/value pairs as output. It splits input file into inde-
pendent fixed-sized chunks called input splits. A set of key/value pairs
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is read from each chunk of data. Each chunk of data is processed by the
mapper process in a distributed environment as shown in Figure 2.4. A
map function is user defined function, which reads key/value pairs from the
input file. A map function generates another intermediate key/value pairs.
This intermediate key/value pairs (output of map function) is written to
a local disk. The values obtained are associated with the intermediate key
and are grouped together by Mapper function. The reduce function then
merges the values and finally outputs a set of key/value pairs.

Hadoop framework reduces the cost of cluster construction by creating
clusters of inexpensive commodity hardware for distributed data storage
and processing. It provides an interface for organizations to extract, store
and analyze data in large scale. Hadoop can store an enormous amount of
data whenever and whatever form is needed, simply by adding more servers
(commodity machines with relatively less price) to an existing Hadoop
cluster. This makes data storage with Hadoop cheaper than traditional
methods.

2.3.2 HBase

HBase 3 [26] is a column-oriented and distributed database that uses HDFS
as its storage layer and is modeled after Google’s BigTable [40]. HBase
is NoSQL database that provides random read/write access in real-time
to large datasets [21]. In HBase, a table is physically divided into many
regions, which are in turn served by different Region Servers. One of its
uses is to combine real-time HBase queries with batch MapReduce jobs,
using HDFS as a shared storage platform. HBase table can integrate with
Hadoop to serve as a source or destination of MapReduce jobs.

2.3.3 OpenTSDB

OpenTSDB 4 is an open source, distributed and scalable time-series
database, developed by StumbleUpon. It supports a real-time collection
of data points from various sources. It is designed to handle terabytes
of data with high performance for different monitoring needs. It stores,
indexes and serves metrics at a large scale. Data is stored in HBase in
two different tables: the tsdb table provides storage and query support
over time-series data and the tsdb-uid table maintains an index of globally
unique values for all metrics and tags.

3Hbase; [https://hbase.apache.org/]
4OpenTSDB; [http://opentsdb.net/]
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2.3.4 R and RHIPE

R 5 [27] is a language and environment widely used among statisticians
and data scientists. It provides a wide range of libraries for analysis and
visualization. R Hadoop Integrated Processing Environment (RHIPE) 6 is
a library for integrating R with the Hadoop DFS. Using the MapReduce
programming model, RHIPE computes massive data sets across different
nodes within a cluster. It works from the R environment using standard
R programming idioms [16, 17].

2.3.5 Apache Spark

Apache Spark 7 is an open-source distributed framework that has recently
become popular for data analytics. Similar to Hadoop, it is fault-tolerant
and supports distributed computation systems to process fast and large
streams of data. It uses Hadoop distributed file system to store and
read data. It provides in-memory cluster computing that allows user to
load data into a cluster’s memory, which in turn makes it perform up
to 100 times faster than Hadoop MapReduce. Apache Spark introduced
the concept of Resilient Distributed Datasets (RDD) [22], which is a
distributed memory abstraction that allows in-memory computation on
large distributed clusters with high fault-tolerance. It enables efficient
data reuse that let users explicitly persist intermediate results in memory.
RDDs are a good fit for many parallel applications. RDDs is used in
iterative in-memory operations where data is read multiple times and
manipulated using a rich set of operators. [1].

2.3.6 Apache Kafka

Apache Kafka 8 [14] is publish-subscribe messaging also considered as
a distributed commit log. It is scalable, fast, distributed, durable and
offers high throughput [29]. Kafka contains feeds of messages in categories
called topics. The process that publishes messages are producers, and the
process that feeds published messages are consumers. Kafka consists of a
cluster comprised of one or more servers each of which is called a broker.
In Kafka, producers send messages over a network to the cluster which
serves to consumers as shown in Figure 2.5.

5R; [https://www.r-project.org/]
6RHIPE; [https://github.com/saptarshiguha/RHIPE]
7Apache Spark; [http://spark.apache.org/]
8http://kafka.apache.org/
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Figure 2.5: Kafka Architecture

2.4 Data Science

The National Institute of Standards and Technology define Data Science as
“extraction of actionable knowledge directly from data through a process
of discovery, or hypothesis formulation and hypothesis testing” [8]. Data
Science is emerging as the fourth paradigm of science [37].

Data science is an interdisciplinary area which extracts knowledge or
insights from data in various forms using algorithms from different fields
like statistics, machine learning, data mining, and predictive analytics.

The explosion of data production, storage capabilities, computational
capacity, and cloud technologies make data science a critical component
in high-growth economic sectors such as healthcare, industrial production,
retail, banking, government, and others.

2.5 Machine Learning

Machine learning is a collection of techniques that iteratively learns from
data to complete a task, or to make accurate predictions. It uses set of
computer algorithms and observations of data for learning. In general,
machine learning enables a computer to improve future performance by
learning from historical experience.

There are many real examples where machine learning is effective:

• spam filtering: identify email messages as spam or non-spam.

12
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Figure 2.6: Definition of Data Science [8]

• face and image detection: find faces in images.

• recommendation’s engine: suggestions based on data points from
past selections (Amazon and Netflix).

• fraud detection: identify credit card transactions.

• weather prediction: predict whether it will rain tomorrow or not?

• medical diagnosis: diagnose a patient whether it suffers from a
disease or not.

• optical character recognition: categorize images of handwritten
characters.

With the advent of Big Data, collection of data is so large and complex
that it is difficult to process with using traditional methods and models.
As a result, some traditional statistical methods and signal processing
techniques are unsuitable to satisfy the requirements of complex event
processing and storage for Big Data. Thus, this needs to explore ma-
chine learning techniques with the power of data-intensive computing and
distributed storage to analyze large-scale data.
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The data are steadily growing in size. And the additional data help to
train the model to achieve high accuracy even with simple algorithm [56].
There is one of the most famous quotes by Peter Norvig claiming that “We
don’t have better algorithms. We just have more data.” [36]. The effect
that Norvig et. al proposed in their paper was already captured years
before on natural language processing with different machine learning
algorithms in a famous paper by Microsoft [51]. The simple algorithm
can achieve higher accuracy with large sample size. This paper addresses
the problem on sentence disambiguation. For example, the relationship
between two variables is linear - the number of pages viewed on a website
and percent unique visitors on a website. Having more data points would
improve the accuracy and confident estimation of two variables. Therefore,
applying machine learning algorithms on a large amount of data requires
Big Data tools for storing and processing.

The following subsections provide an overview of the different machine
learning techniques used for various experiments performed in the enclosed
papers.

2.5.1 Hidden Markov Models

HMM [63] is based on Markov Models, a tool for representing probability
distributions over sequences of observations. It is a probabilistic model, in
which system is assumed to be a Markov process [65] (memoryless process)
with hidden (unobserved) states. HMM consists of unobserved states, and
each state is not directly visible, but output and dependent on the state
are visible. It has a set of states each of which has a number of transitions
and emissions state probability as shown in Figure 2.7. HMM typically
used to solve three types of problem: detection or diagnostic problem,
decoding problem and learning problem. Forward-backward algorithm [45]
solves diagnostic problem. Similarly, Viterbi algorithm [64] solves decoding
problems and Baum-Welch algorithm [61] solves learning problem.

2.5.2 Robust PCA (Principal Component Analysis)

PCA is a linear transformation that maps a given set of data points into new
axis (i.e. principal components). It is used in the dimensional reduction
technique. In the classical PCA, the eigenvectors and eigenvalues [62] are
calculated from the sample covariance matrix using Euclidean distances
between sample data points [46]. In RPCA, robust covariance estimation
is used for eigen decompositions. The decomposition of a low-rank matrix
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Figure 2.7: Hidden Markov Model.

from a set of observations with gross sparse errors is known as robust
principal component analysis (RPCA) [24]. The robust PCs represent the
data effectively in a lower-dimensional space. The anomalies are detected in
this lower-dimensional space using distance measured; orthogonal distance,
which is the distance of an observation to the PCA space. It has many
applications in computer vision, image processing, and data ranking. In
addition, if the observed data has been contaminated by a dense noise in
addition to gross sparse errors, RPCA is used to get a low-rank matrix.

2.5.3 Ensemble

Ensemble methods combine a diverse set of individual models merged
together to improvise on stability and predictive power [34]. Ensemble
methods use learning algorithms to construct a set of classifiers and then
classify new data points by taking an average weight of their predictions
accuracy [54]. Ensemble techniques can provide high accuracy, but in
some cases they over-fit the training data more than a single model.

2.5.4 FM (Factorization Machines)

Factorization machines are a new model class that combines the advantages
of Support Vector Machines (SVM) [58] with factorization models. Steffen
Rendle [19] introduced this model in 2010. This model exhibits similar
properties of SVM. But FM is used as general prediction tasks. Like
other models, non-linear SVMs or decision trees, FM includes interactions
between predictor variables. For example, FMs can learn that young users
prefer to access data from mobile devices, whereas of older users prefer a
desktop enviroment.
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2.5.5 Random Forest

Random Forest is an ensemble learning method operated by construct-
ing a multitude of decision trees at training time for classification and
regression [52]. Random Forests grow many classification trees. To classify
a new target from an input vector, each vector is added down the trees
in the forest. Each tree gives a classification and all trees votes for that
particular class. The forest chooses the classification having the most votes.
For example; in a case of movie recommendation, Netflix recommends you
a set of the movie whenever you want to watch a movie. To figure out best
recommendation, Netflix creates a set of questions like “Is X a romantic
movie?”, “Does Johnny Depp star in X?”, and so on. It figures out a bunch
of informative question first and gives a yes/no answer at the end. This
process created a labeled training set. Moreover, it will look into other
users data based on that it will build an ensemble classifier, (a forest).

2.5.6 TF-IDF

TF-IDF stands for term frequency-inverse document frequency, and it is a
weighting scheme often used in information retrieval and text mining [55].
This weight specifies how important a word is to a given document in the
overall collection. The importance of word increases proportionally to the
number of times it appears in the document. The objective of TF-IDF is
to model each document into a vector space, without caring much about
ordering of the words in the document. It is composed of two terms: (i)
Term Frequency (TF), which is the number of occurence of a word appears
in a document, denoted in Equation 2.1 (ii) Inverse Document Frequency
(IDF), is the logarithm of the number of documents in the corpus divided
by the number of documents where the term ti appears in, denoted in
Equation 2.2 [38]. TF-IDF are often used by search engines for page
ranking. For example, consider a document of 50 words wherein the word
data appears 5 times. The term frequency (i.e., tf) for data is then (5 /
50) = 0.1. Now, assume corpus of documents is 10 million and the word
data appears in 1000. Then, the IDF is log(10, 000, 000/1, 000) = 4. Thus,
the TF-IDF is the product of tf ∗ idf : 0.1 * 4 = 0.4.

TF (t) =
Number of term t appears in a document

Total number of terms
(2.1)

IDF (t) = loge(
Total number of documents

Number of documents with term t in it
) (2.2)
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2.5.7 Naive Bayes

Naive Bayes is a classifier that is based on the popular Bayes’ probability
theorem. They are known for creating simple yet well-performing models,
especially in the area of document classification [53]. Naive Bayes classifier
is scalable and very efficient for large datasets since it is less computation-
ally intensive ( CPU and memory) [49]. Moreover, it requires less training
data and training time.

2.5.8 K-nearest neighbors

K-nearest neighbors are one of the simplest algorithms that classify new
classes based on distance functions (e.g., Manhattan, Euclidean, Minkowski,
and Hamming) [39]. K-NN has been widely used as a non-parametric
technique used in statistical estimation and pattern recognition since the
1970’s. In most basic term it assigns label of its nearest neighbor to an
observation. The label is assign by calculating distance between paris of
observations.

The problem with nearest neighbor classification is that the estimation
can be nosiy if the data is nosiy or has irrelevant features [42]. For example,
if a spam email is labeled as nonspam then all emails which are similar
to this email will classified as nonspam. However, it can yield excellent
performance when used in proper and with a good distance functions. For
example, the winnder of Netflix progress prize [44] was essentially based
on nearest neighbours based.

2.5.9 XGBoost

XGBoost is “Extreme Gradient Boosting” [6] [4]. Usually, it is similar to
Random Forest with multiple trees in series. It uses the combination of a
tree that is so-called tree ensemble model, and that sums the production
of multiple trees together. In Gradient Boosting, the error of one tree is
adjusted to another, using parameter gradient to offer a better prediction
for the new tree. XGBoost is primarily a tree ensemble model.

2.5.10 Neural Network

A neural network [50], is a network of interconnected processing elements
(neurons) that work in unison to solve a particular problem. They have
been inspired by the way a biological nervous system works and processes
information. The goal of the neural network is to solve problems in the
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same way that human brain would solve. Neural networks are typically
consist of large number of highly interconnected processing elements
(neurones) working in parallel to solve a specific problem.

2.5.11 Feature Engineering

Feature engineering is the process of creating features that make machine
learning more accurate and efficient using domain knowledge of the data.
It is an important step of data preparation process, where new and
meaningful variables take place. Feature Engineering can drastically affect
the performance and accuracy of a model. In some cases, it reduces feature
space by ignoring some useless features, thus reducing overall training
time. Some of the common techniques for feature engineering are discussed
below:

• Data Standardization: There might be an issue if the distributions of
different features are radically different. It is solved by transforming
the data toward zero mean and unit variance [59].

• Data Normalization: It is the process of scaling individual samples
to have unit norm. It is done similarly as standardization process,
moving the data toward zero mean and unit variance.

• Encoding categorical features: Turning categorical variables to a fixed-
length vector. This step is also known as One Hot Encoding [18].

• Feature Binarization: Converting numerical features to get boolean
values.

• Feature Discretization: Converting continuous features to discrete
features. Typically, data is sampled into partitions of equal inter-
vals [60].

• Feature Regularization: It is a technique used to solve the overfitting
problem in machine learning algorithms [47].

• Missing Data: This is a reality that everybody has to reckon with.
The missing data can be replaced with mean, median or sometimes
it is useful to ignore it.

2.6 Cloud Computing

The National Institute of Standards and Technology (NIST) describes cloud
computing as “a model for enabling ubiquitous, convenient, on-demand
network access to a shared pool of configurable computing resources
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(e.g., networks, servers, storage, applications, and services) that can be
rapidly provisioned and released with minimal management effort or service
provider interaction” [30].

The development of cloud computing has resulted in a large migration
of individuals and organizations into cloud storage systems. Motivated
by benefits such as shared services, storage, and computation, among
a massive number of users, today enterprise applications both generate
and require to handle huge volumes of data on a regular basis. This is
appropriately referred to as data intensive computing. Cloud computing
allows users to focus on renting and scaling services for an optimal resource
utilization.

The core concept of cloud computing is based on five essential charac-
teristics: (i) On-demand self-service: enable a consumer to automatically
and independently provision computing and storage capabilities according
to their needs. (ii) Broad network access capabilities: allow users to
access data from anywhere and on any device (mobile, tablets, laptops,
and workstations). (iii) Cloud provider resource pools: serve mul tiple
consumers, with different physical and virtual resources dynamically allo-
cating according to consumer demand. (iv) The storage and computing
capability can be elastically provisioned to scale rapidly outward and
inward commensurate with demand. (v) A metering capability allow users
to control and optimized resource automatically. Resource usage can be
monitored and controlled, to provide transparency for both the cloud user
and provider.

Figure 2.8: Cloud Computing Architecture [7].
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Cloud computing is categorized into three different services as shown in
Figure 2.8, and provide the following functionalities:

• Infrastructure as a Service (IaaS): Cloud vendor provides re-
sources with minimum support, with raw storage and computing
resources (i.e., close to the bare hardware). A typical example of IaaS
cloud is Amazon Elastic Compute Cloud (EC2) 9. Cloud vendors
allocate their large storage and compute capability as demanded by
users to provide ad-hoc virtual environments [43].

• Platform as a Service (PaaS): It allow users to create, run, and
manage a set of applications without the complexity of managing or
building underlying cloud infrastructure including storage, network,
servers, operating systems, or storage. However, the user has freedom
to deployed applications and configure the application for hosting
environment. The most common examples of PaaS cloud are the
Google Apps Engine 10 and Microsoft Azure 11.

• Software as a Service (SaaS): User, can use cloud applications
running on a cloud infrastructure. Cloud vendor can host their
services and provide online, most commonly through APIs and web-
browser interfaces. The main advantages of this model are that
it frees the user from any administrative management, software
installation, and updating. Some general examples for this model
are the Google Docs 12 and Microsoft Office 365 13 tools.

Cloud computing can be deployed in several ways. A Private Cloud
is a cloud model that is exclusively used by a single organization. It
may be owned and managed by the organization, owned and manage
by a third party, or may be a combination of both. A Public Cloud is
a deployment model where a service is owned, managed and operated
by an organization that makes the cloud available for open use by the
general public. A Community Cloud provides services for exclusive use
by a particular community that have shared concerns. A Hybrid Cloud
is an integration of two or more distinct cloud entities that are bound

9Amazon Web Services: http://aws.amazon.com/
10Google Apps Engine; https://cloud.google.com/
11Microsoft Azure; http://azure.microsoft.com/en-us/
12Google Docs; https://docs.google.com/
13Microsoft Office 365; https://products.office.com/en/office-365-home
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together for data and application portability (e.g., a transactional order
entry system which when demand is high).

Cloud computing provides compute and storage resource that can be
acquired on a “pay per use” basis. Typically, it requires no expenses to
buy hardware/software upfront, thus cloud consumer can use operating
expense budgets (OPEX) to fullfill their requirements, giving them plenty
of budgeting flexibility [31]. The alternative approach is to invest in
hardware and software, thus capitalizing assets (CAPEX) [5]. For example;
If you need a car only for a week, you can rent it for a week. You only
pay for the week that you used for and not needed to invest in purchasing
the car. In an OPEX model, the maintenance expenses is built into
“as-a-Service” cost.
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Contributions

This dissertation proposes an extension to cloud-based Big Data framework
that provide a scalable, efficient, and accurate approach to improve the
performance of data center by predicting failures and detecting anomalies.

This dissertation addresses these needs and proposes solutions (like a
distributed scalable analytics framework) that enrich the cloud platform
and enable high-performance processing on a large scale. The contribution
of this dissertation is demonstrated by applying state-of-the-art processing
framework and consequently improving data center overall performance
by predicting failures and detecting anomalies. The framework enables
Big Data applications to gain an advantage using cloud computing such
as scalability and elasticity.

The contribution of this dissertation is scalable anomaly detection
and failure prediction for a Big Data cloud platform to increase the
performance of data centers. These techniques are based on a scalable
machine learning algorithms to provide extensions to cloud-based Big Data
framework. Moreover, this dissertation provides a state-of-art solution
to permanently delete data stored by Big Data applications. Figure 3.1
shows the research outline of this dissertation. The research is divided into
four different areas: security, storage, processing, and analytics. Paper
III, describes a supporting tool that provides secure deletion of the data
collected during the analytic step, which is described in the remaining four
papers (papers I, II, and IV). Paper I, provides a processing and storage
framework for large-scale data generated in the cloud. Papers II, IV, and
V deal with distributed processing and scalable analytics to improve the
efficiency and performance of a data center. In particular, papers V and
VI provide machine learning techniques to improve the effectiveness of
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the classification algorithm. Papers II and IV present scalable machine
learning techniques to improve the performance of data centers.

Processing

SecurityStorage

Analytics

Paper 2,4,5,6: Failure Prediction, 

Anomaly Detection, User 

Identification, Activities Classification

Paper 1,2,4: R2Time, Failure 

Prediction, Anomaly Detection

Paper 1: R2Time

Paper 3: SD-HDFS

Figure 3.1: contribution of papers

Summary of the papers contribution are listed below.
Paper I proposes an efficient distributed computing framework: R2Time

to process the time-series data in the Hadoop environment. R2Time allows
R users to interact directly with OpenTSDB data and perform statistical
analysis using the MapReduce programming model. R2Time allows ana-
lysts to work on massive datasets within a popular, well supported, and
powerful analysis environment.

Paper II introduces a novel algorithm for failure prediction, using the
MapReduce programming framework, for improved scalability and failure
prediction probability. It accomplishes this by predicting the failure of
jobs and computing nodes, which also boosts the performance of the data
center.

Paper III 1 introduces an approach for data deletion that solves data
leakage in HDFS that can be caused by node failure and data sniffing
using forensic tools. The application of an additional component called
checkerNode ensures that all blocks are deleted. In the case where it is
impossible to delete a block, the component provides detailed reports of
hardware components that might contain sensitive data. The deletion
process is extended by physically locating each copy of the block and
overwriting it to prevent data spillage using forensic tools.

Papers IV proposes an automated, self-adaptive, anomaly-detection
technique in a distributed environment. It uses Spark as a framework to

1This research was conducted at Purdue University.
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detect anomalies in the cloud infrastructure. An adaptive algorithm is
introduced, which uses reconstruction errors to determine the sample size
and update the threshold value.

Papers V and VI demonstrate “analytics as a Service” on different data
sets obtained from Drawbridge devices and smart homes. Using machine
learning techniques such as FFM to identify the user across cross-devices,
as well as ensemble learning to classify activities in the smart home.

3.1 Research Questions

This dissertation contributes the following research questions:

(1) How to store and process large amounts of data from cloud monitor-
ing logs effectively and efficiently?

(2) How to improve data center efficiency, performance, transparency,
and availability?

(3) How to improve the accuracy of operations such as, failure detection,
anomaly detecton, activity classification, and user identification
using machine learning techniques?
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Paper 1: R2Time (Data Processing and Analytic Framework)

RQ1

Paper 4: Anomaly DetectionPaper 2: Preidicting Failure

Paper 5: User Identification

RQ2

Paper 6: Activities Classification

RQ2

RQ2

RQ3

Figure 3.2: Contextual relationship between papers.

Figure 3.2 demonstrates the contextual relationship between different
research questions and the respective papers included in this dissertation.
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3.2 Overview

A scalable framework for processing data from the data center and IoT
devices is needed. Figure 3.3 demonstrates the Big Data ecosystem high-
level architecture that is used during the research for this dissertation.
The work is categorized into five layers: Application, Analytic, Processing,
Resource, and Security.

3.2.1 Application Layer

This layer provides business insights derived from the analytic layer. It
establishes that the insights gleaned through the analysis layer are provided
to the user who can take action to make decisions. This layer provides
results in the form of reports, charts, figures and key recommendations.
The outcome of the analysis is important for various users within the
organization as well as entities such as customers, vendors, partners, and
suppliers. The insights can be used for various purposes such as product-
targeting of customers and delivery of personalized offers. Correlating
insights can also be used to target fraud in real-time. Indeed, a customer
can be notified as soon as a fraudulent transaction occurs so that corrective
actions can be taken immediately.

The application layer provides a visual interface to the user in the form
of dashboards, charts, or reports that allow stakeholders and customers
to make correct decisions and to design appropriate reparative strategies.
Papers II, IV, V and VI describe an interface for a user to obtain analytic
reports in the form of charts. Papers II and IV describe a pro-active
measure through push notification for end users.

3.2.2 Analytic Layer

Stored data needs to be processed and analyzed to extract it’s value. The
most common approach is to use MapReduce and Spark for distributed
processing. In this approach, the data elements are selected for analysis
and modified to a format from which their value can be derived.

Paper II, discusses a framework for detecting failure in large systems.
Failures in a large system can and will happen at various levels. Examples
include network/bandwidth issues, disk failures, and node failure. A large
platform should be able to recover from all these failures and be capable
to resume from the last successful state without distorting the result.
Moreover, it is preferable to employ a system that can predict failure
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before it happens. In this paper, we propose a Hidden Markov Model,
which is executed on top of MapReduce. This model is trained by using
the prior failure record of the system. Looking at the failure pattern, our
model can predict when and how future failure is likely to happen.

Paper IV, provide proactive anomaly detection that enhances the per-
formance of a cloud platform. It uses a combination of SVD and RPCA
beneath machine learning techniques. Papers V and VI, provide user iden-
tification and activity classification by using machine learning techniques
like FFM and an ensemble model.

3.2.3 Big Data Processing Layer

A big data processing framework is often referred to as “software middle-
ware”. It helps a distributed computing environment to store and analyze
large-scale data. This is done by processing, analyzing, and visualizing
the data, as described in papers I, II, and IV. The framwework consists of
three main components:

• Accepting real-time and batch data. Data ingestion acquires data
from sources such as sensors, online services, email archives, sales
records, social media channels, and log files.

• Data processing. This is another important aspect for Big Data
management. Data processing consists of a scalable distributed
environment, which can process stream/batch data. It consists
of a framework like MapReduce 2 and Spark 3, which is used for
data-intensive computing.

• Data storage. As the volume of data generated and stored by devices
explodes, traditional systems have become inconvenient. Big Data
tools such as Hadoop Distributed File System (HDFS) have emerged
as an effective alternative to older systems. Consisting of a NoSQL
database to store the data and intermediate results, the data can be
stored in a distributed file system such as HDFS. A database system
is needed that can organize and categorize the data in a way that
people can understand. Hadoop has it own NoSQL known as HBase 4,

2http://wiki.apache.org/Hadoop/MapReduce
3http://spark.apache.org/
4https://hbase.apache.org/
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but there are others like Amazon’s DynamoDB 5, MongoDB 6 and
Casandra 7.

Paper I is a framework that consists of three Big Data components. It
proposes a framework called R2Time to enable distributed processing of
large time-series data across a Hadoop cluster from the R environment.
The R2Time framework allows a data scientist to work on the data collected
from sensors using a standard processing scheme. It also efficiently stores
time-series data by using OpenTSDB in a cost-effective way. Furthermore,
papers II, IV, and V use the Big Data processing framework to predict
failure and detect anomalous behavior in a data center.

3.2.4 Infrastructure Layer

This layer provides a horizontal scaling infrastructure for efficient large-
scale data storage and processing. It also enables users to access virtual
machines to store, and analyze Big Data. This layer acts as a major data
source and computing done in this dissertation. Hadoop cluster data and
cloud platform workload were generated by various applications running
in the cloud platform.

3.2.5 Security Layer

Data privacy associated with Big Data collection is a significant challenge.
Real time processing of large data complicates real-time synchronization.
Conversely, demands for data privacy system architecture and computing
power. Infrastructures that process large-scale data is gigantic and because
traditional computation methods and security were designed for small
scale data, these methods became inadequate to meet the demands of
managing Big Data.

Billions of users leave data footprints when they access social networks,
search engines, and networked websites. Extracting data and processing of
data footprints can cause privacy problems. During real-time processing,
finding a method to maintain data security and to accelerate processing
speed is a critical issue for a Big Data framework.

Paper III, provides a tool for securely deleting data from a distributed
file system. Storing data in a large distributed system can lead to data

5https://aws.amazon.com/documentation/dynamodb/
6https://www.mongodb.com/
7http://cassandra.apache.org/
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leakage in two ways: undeleted blocks due to node failure and data sniffing
using forensic tools. The SD-HDFS tool provides an improved deletion
technique in HDFS. The use of additional components called checkerNode
ensures that all blocks are deleted. In cases where it is impossible to delete
data, the checkerNode component provides detailed reports on hardware
that might contain sensitive data. Furthermore, we extend the deletion
process by physically locating each copy of the block and overwriting it to
prevent data spillage using forensic tools.

In future work, a tool for providing data governance needs to be de-
veloped using Apache NiFi 8. Governed data are more reliable, secure,
and ready to use, while data from an ungoverned has little value for
analytics and business operations. Data governance provides a framework
to set policies and implement controls designed to ensure that information
remains accurate, consistent, and accessible.

Summarize the main contributions of the paper:

3.3 Paper I: R2Time: A framework to analyse
OpenTSDB timeseries data in HBase.

This paper was published in the proceedings of 2014 IEEE 6th International
Conference on Cloud Computing Technology and Science (CloudCom).

Motivation:

The volume of generated time series data continues to grow exponentially
and demands the analysis of massive time-series datasets produced by
sensor networks, power grids, stock exchanges, social networks and cloud
monitoring logs. Big Data storage and processing frameworks provide
the capability to manage the volume, velocity and frequency attributes
associated with time-series data. Though OpenTSDB provides a platform
to store time-series data, it has limited functionality to perform complex
analytical functions like regression, correlation, and ARIMA. To solve this
problem, a tool is developed that can perform sophisticated analytics in a
scalable and distributed environment.

8https://nifi.apache.org/
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HMM.

Method:

In this paper, we develop a bridge between HBase and R to enable data-
intensive computing. A composite row key is constructed using a start and
end date provided by the user. HBase scans the data from region servers
using row keys. The analytic user program written in R is executed using
a Mapper and Reducer function of the MapReduce paradigm.

Results and Conclusions

The basic statistical and classifier functions were tested in the framework.
They appear to be supra-linear in nature. This is due to the algorithm
being scaled using the MapReduce paradigm. Moreover, the read latency in
HBase is higher because of its log-structure based storage. Read latency in
HBase can be optimized through compaction. The load is well distributed
across a large number of nodes to improve performance. R2Time has
improved execution time compared to OpenTSDB. R2Time performs by
almost 50% better with two nodes clusters in comparison with OpenTSDB.

3.4 Paper II: Analyzing and Predicting Failure
in Hadoop Clusters Using Distributed HMM.

This paper was published in the proceedings of 2015 6th International
Conference on Cloud Computing and Big Data in Asia.

Motivation:

The enormous amount of data obtained from sources like sensor networks,
power grids, stock exchanges, social networks, and cloud monitoring logs
must be stored and processed. Hadoop, a pioneer in Big Data processing
and storage provides this capability. Many enterprises and organizations
use the Hadoop cluster to store and process Big Data. The prime objective
of the Hadoop cluster is to maximize processing performance by employing
data-intensive computing. The Hadoop cluster consists of several nodes,
and failure in any node can result in higher execution time. However, if the
prediction of a failure node and job type can be analyzed, the performance
of the cluster can be improved.
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Method:

In this paper, Hidden Markov Models (HMMs) are used to learn the
characteristics of log messages and use them to predict failures. The
model is based on a stochastic process with a failure probability of the
previous state. Because the faults are unknown and cannot be measured,
they produce error messages during their detection (i.e. present in log
files). Our prediction model is divided into four main parts: First, the
identification of error sequences and differentiating types of errors from
the log files. Second, the usage of the clustering algorithm. The labeled
training data are used to evaluate a maximum likelihood sequence that
is used to update the parameters for our model. Last, the prediction of
system failure through the observation of an error sequences.

The main idea of our approach is to predict failures by analyzing
error event patterns that imitates failure. Each error event consists of
a timestamp, error ID, and error type, which determine the type of
errors. Both failure and non-failure information are extracted from error
sequences to create a transition matrix. The observation symbols O1 =
{e1, e2, e3, e4, e5, e6} are referred to error events of the system, and failures
are represented as hidden state of HMM.

Results and Conclusion:

Because failures in the cluster systems are more prevalent, the ability
to predict failures is becoming a critical need. To address this need, we
collected Hadoop logs from a Hadoop cluster and developed our algorithm
on the log messages. The messages in the logs contain both error and non-
error information. The messages in the log were represented using error
IDs that indicate message criticality. The different types of error messages
(operational, software, resource errors) were classified. Six different types of
errors were detected on different DataNodes: network connection, memory
overflow, security setting, unkown, Java I/O error, and NameNode failure.
Based on error sequences in the observation state in HHM, the model was
trained. Training of the model was done using past observation. Viterbi’s
algorithm performs the prediction of the hidden state. Experimental
results using Hadoop log files provide an accuracy of 91% and F-measure
of 92% for two days prediction time. These results indicate that it is useful
to use the HMM method together with MapReduce to predict failure.
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3.5 Paper III: Secure Deletion in Hadoop Dis-
tributed File System.

This paper was published in the proceedings of 2016 IEEE, International
Congress on Big Data (BigData Congress).

Motivation:

Data stored in a large Hadoop cluster does not provide transparency to the
user. When a user uploads the data to HDFS, the underlying storage layers
essentially keep the data immutable, only allowing concurrent appends.
HDFS does not support in-place updates. Many applications that are
write-intensive and require file modifications need to overwrite all file
content, even if very few changes were made. Therefore, changing any
file content requires the recreation of entire data blocks, which effectively
increases the overall write and update performance of the system.

Method

A secure deletion framework propagates file information to the block
management layer via an auxiliary communication path, so that file
deletion can be honored throughout the data path. A checkerNode is
added in the HDFS environment, which receives summary reports from
the DataNodes and compares the block stored in the DataNodes with
metadata in the NameNode. A file in HDFS is divided into a chunk of
blocks stored in the file system. The data content of a file is deleted via
its truncate function which involves updating the inode to set the file size
to zero. Multiple rounds of truncation are suggested for secure deletion of
content.

Results and Conclusion:

Several test scenarios allow to strategically track undeleted data within
HDFS to investigate vulnerability and risk assessment. Data consistency
test, where undeleting was monitored by CheckerNode, were deleted
automatically. During the secure deletion test, the default delete operation
in HDFS was tracked using the autopsy tool. It was later verified that
the overwrite technique successfully prevents recovery of deleted data. In
addition, the new framework allows Hadoop to integrate more easily into
an existing high-performance computing environment.
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3.6 Paper IV: Adaptive Anomaly Detection in
Cloud using Robust and Scalable Principal
Component Analysis.

Submitted to Concurrency and Computation: Practice and Experience
and is under review. It is an extended version of the paper published in
the proceedings of 2016, 15th International Symposium of Parallel and
Distributed Computing (ISPDC2016).

Motivation:

Cloud computing has become increasingly popular, which has led many
individuals and organizations towards cloud storage systems. This move is
motivated by benefits such as shared storage, computation and, transpar-
ent service among a massive number of users. However, Cloud computing
system requires maintaining complex and large-scale system that inherent
various runtime problems caused by hardware and software faults. urrent
data centers consist of thousands of virtual machines, which require dy-
namic resource scheduling to operate both efficiently and cost-effectively.
These data centers need to meet the varying demands for different resources
like CPU and memory, and the scheduler must allocate or re-allocate these
resources dynamically. This necessitates monitoring of resource utilization
to detect any abnormal behavior.

Method:

The data from cloudwatch is collected and stored in OpenTSDB in a
near real-time. Different instances of Amazon EC2 services with various
geo-location are created, and thousand of a different user application are
simulated on those instances. Amazon CloudWatch collect all the server
metrics and send to OpenTSDB. The data is loaded into the RSPCA
model which detect an unusual pattern and alert the user. In this paper,
we propose an adaptive anomaly detection mechanism which investigates
principal components of the performance metrics. It transforms the perfor-
mance metrics into a low-rank matrix and then calculates the orthogonal
distance using the Robust PCA algorithm. The proposed model updates
itself recursively learning and adjusting the new threshold value to mini-
mize reconstruction errors. A predefined threshold δ is used to determine
an update operation. A matrix decomposition algorithm decomposes the
input matrix X into a sum of three parts X = L+ S + E using Robust
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Principal Component Pursuit. The low-rank matrix L is calculated using
the SVD of X using a threshold as singular values.

Results and Conclusion:

This paper presents a real-time adaptive anomaly detection technique
in cloud infrastructure. Different the performance metrics from Amazon
CloudWatch logs is collected and normalized. Fast Fourier Transformation
is used to detect a trend in input time series and convert the time series
into a matrix. This paper presents a self-adaptive threshold approach is
used. The threshold is updated during a learning phase. RPCA uses an
efficient approach to decompose into low-rank representation using Spark
as the underlying framework. The test was performed on different datasets
and with different algorithms such as SVM, DBSCAN, and Increment
PCA. It shows that RSPCA performs more accurately. RSPCA uses
an efficient approach to decompose data into a low-rank representation
using Spark. This model achieves an accuracy of 87.24% with real-time
monitoring.

3.7 Paper V: AFFM:Auto Feature Engineering
in FFM for Predictive Analytics.

This paper was published in the proceedings of 2015 IEEE, International
Conference on Data Mining Workshop (ICDM).

Motivation:

Users are employing many devices to complete online tasks or browse the
Internet. For example, a user wants to plan a holiday trip: and reads a
travel blog, books flight tickets, searches for a preferred restaurant, or
downloads a travel book. The user completes these tasks using a variety
of devices. As users move across the devices to complete their online
tasks, their identity becomes fragmented. The ads, recommendations, and
messages are not always able to determine whether activities on a specific
device are tied to the same or a different user. A model is required that
can predict user behavior as they switch between their respective devices
(websites/mobile apps).
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Method:

Learning with the FFM model is improved by interacting with the property
feature, which is updated once for each unique property. For large-scale
datasets, where the properties of a field are massive, learning rates tend
to be slow. Our approach solves this by dividing the learning rate by the
number of features in the opposite field. This approach fits the training
data with extreme precision. Another key challenge is to overwhelm
the over-fit that occurs when small weights are adding up. In this case,
Regularization is needed to reduce the impact of the lower weights.

Result and Conclusion:

This paper presents an FFM model with auto feature-engineering capability.
The model can be used on any datasets with inbuilt options to calculate
features in the field to reduce learning time. The prediction accuracy for
user identification across devices is 86.48%.

3.8 Paper VI: Enrichment of Machine Learning
based Activity Classification in Smart Homes
using Ensemble Learning.

This paper was accepted to the proceedings of 2016, ACM 3rd International
Workshop on Smart City Clouds: Technologies, Systems, and Applications
(SCCTSA).

Motivation:

The data from various Internet-Of-Things (IOT) enabled sensors in smart
homes provide an opportunity to develop predictive models that offer
actionable insights in the form of preventive care to the resident of a smart
home. Applying machine learning on such data allows the detection of
patterns and activities that enable preventive care. Behavior patterns
that lead to preventive care constitute a series of activities. Behavior
classification can lead to preventive care in Aging-In-Place (AIP) by
accurate labeling of the activities done inside the house. The accurate
classification of activities can help detect whether the user is eating,
sleeping, standing, or jumping.
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Homes using Ensemble Learning.

Method:

An ensemble model is used with a combination of Random Forest, KNN,
and XGBoost to classify activities in smart homes. In ensemble methods,
different models are combined to produce a more precise and robust model.
The most common approach uses either the average or weighted average
of each model.

To evaluate the accuracy of activity recognition in smart homes, an
ensemble model with a 2 level ensemble is created. In a level-2 step,
20 XGBoost runs are used to achieve better accuracy. The input data
consists of 100 different features that combine the data of 3 sensors:
accelerometer, video, and environment. Additionally, other features such
as mean, standard deviation, minimum, median, and maximum values of
the sensors are also extracted. The normalization of data between 0 and 1
is performed with a standardization technique. The output of the different
models is then combined and fed as a feature to another level.

Result and Conclusion:

The accuracy of five different models was evaluated by applying them to
the raw and feature extracted datasets. The best three models were then
chosen to construct the ensemble model. The evaluation of the ensemble
model was done using their Brier score as the outcome of activities for the
probabilistic forecast. The dataset was then split into 80% for training
and 20% for testing of the ensemble model. The overall Brier score of our
ensemble model is 0.164. It can precisely classify rare activities such as
psquat, ajump.
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Chapter 4

Conclusion and Future
Work

4.1 Conclusion

This dissertation proposes an extension to cloud-based Big Data framework
that provide a scalable, efficient, and accurate approach to improve the
performance of data center.

It provides an overview for performance management in cloud infrastruc-
ture. It provides highly flexible and scalable tools to monitor and analyze
events in data center. A distributed scalable architecture is proposed by
combining a NoSQL database with an analytic platform to predict failure.
This was achieved by using a scalable machine-learning algorithm and
a non-intrusive metrics collection mechanism. The analytics component
leverages complex event processing (CEP) technology to monitor and
improve the performance in datacenters.

Papers I, II, and IV, describe the idea of distributed processing for
anomaly detection, failure prediction, and data storage. To achieve scal-
ability, the Big Data tools such as MapReduce and Spark were used.
Moreover, this dissertation also describe a scalable machine-learning algo-
rithm to obtain faster execution times for the analysis of Big Data. The
contribution of this dissertation is scalable anomaly detection and scalable
failure prediction for Big Data cloud platforms. The techniques used in
papers II and IV are based on scalable machine-learning algorithms and
are used to create the described analytics framework. Moreover, this
dissertation helps to improve the accuracy and performance of data center
by predicting failure of computing nodes and jobs in Hadoop clusters as
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well as detecting anomalous behavior of Big Data applications running on
cloud infrastructure.

Finally, this dissertation provides a supporting tool that enables secure
deletion of the data collected during the analytic step that is described
in papers I, II, and IV. A secure deletion technique is introduced which
enhances transparency to the user when dealing with a distributed file
system in a massive infrastructure.

4.2 Future Work

An immediate extension of this work is to extend paper II, to provide
a proactive measure in a real-time inside Hadoop ecosystem. Moreover,
it can be extended to include the analysis of dataflow. Tracking data
flow requires domain knowledge for interpreting the fields in log files. For
example, blockid in HDFS logs can be used to detect a failure in DataNode
while accessing data that may affect other services running on Hadoop
ecosystem such as; HBase region server.

Further, paper IV can also be extended to provide anomaly detection
in Big Data framework. It can leverage the relationships between the
behavior of various components to verify the potential factors that cause
the system failure in data centers. Exposing relationships between different
components helps in root cause analysis of a failure. Analysis of system
metrics alone cannot provide detail analysis to the users for root cause
of a failure because a fault in one component can be detected as unusual
patterns for many metrics.

In future work, a security framework for providing data governance needs
to be developed. Governed data are more reliable, secure, and ready to use,
while data from an ungoverned has little value for analytics and business
operations. Data governance provides a framework to set policies and
implement controls designed to ensure that information remains accurate,
consistent, and accessible.
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Abstract:
In recent years, the amount of time series data generated in
different domains have grown consistently. Analyzing large
time-series datasets coming from sensor networks, power grids,
stock exchanges, social networks and cloud monitoring logs at a
massive scale is one of the biggest challenges that data scientists
are facing. Big data storage and processing frameworks provides
an environment to handle the volume, velocity and frequency
attributes associated with time-series data. We propose an efficient
and distributed computing framework - R2Time for processing
such data in the Hadoop environment. It integrates R with a
distributed time-series database (OpenTSDB) using a MapReduce
programming framework (RHIPE). R2Time allows analysts to
work on huge datasets from within a popular, well supported, and
powerful analysis environment.

Cloud Computing Technology and Science (CloudCom), 2014 IEEE 6th International
Conf. on
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1 Introduction

With the rapid, broad infuse of technology in various sectors of life, the
amounts of data being generated are moving towards enormous propor-
tions. Many real-world application domains as diverse as: epidemiology,
biostatistics, engineering, geo-science, oceanography, neuroscience and
computer science all generate continuous streams of successive data points
in time, spaced at regular intervals. Such sequences of data are termed as
time-series data. The frequency and quantity of generated time-series in
various environments, makes traditional data-storage solutions inefficient
in handling them. NoSQL big data solutions [13] are competent ways to
store and process unstructured time-series data [3]. OpenTSDB 1 is an
open source distributed and scalable time-series database for storing and
indexing time-series metrics in HBase [2]. It is also necessary to be able
to analyse and visualize the data. R [4] is a well-accepted open source
environment for statistical explorations and data visualization.

In this paper, we present a framework called R2Time that uses a
distributed computing model to analyse OpenTSDB time-series data
stored in HBase from the R environment. R2Time allows R users to
interact directly with OpenTSDB data and perform statistical analysis
using the MapReduce [20] programming model. It provides methods
for distributed handling of composite keys, allowing analysis of massive
amount of time-series data in an efficient and scalable manner. The R2Time
platform enables statistical and data mining operations using MapReduce
programming model, through user defined map and reduce tasks for
different analytical requirements. The practicality of this framework was
verified through evaluation of basic statistical functions.

Section 2 gives an overview of the background. Section 3 introduces
the design and implementation of the framework. Section 4 evaluates the
performance and presents the results. Section 5 introduces the related
work and section 6 concludes the paper.

2 Background

The various technologies that would facilitate creation of our data-intensive
time-series processing framework are summarized in the following sections.

1OpenTSDB, [http://opentsdb.net/]
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2.1 Hadoop

Hadoop [8] is an open-source framework for distributed storage and data-
intensive processing first developed by Yahoo 2. It has two core projects:
Hadoop Distributed File System (HDFS) [17] and MapReduce [20] pro-
gramming model. HDFS is a distributed file system that splits and stores
data on nodes throughout a cluster, with a number of replicas. It provides
an extremely reliable, fault tolerant, consistent, efficient and cost effective
way to store a large amount of data. The MapReduce model consists of two
key functions: Mapper and Reducer. The Mapper processes input data
splits in parallel through different map tasks and sends sorted, shuffled
outputs to the Reducers that in turn groups and processes them using
reduce tasks for each group.

2.2 HBase

HBase [12] is a distributed column-oriented and NoSQL database that
can be stored in distributed file systems such as HDFS and is modelled
after Google’s BigTable [19]. HBase provides real-time read/write random-
access to very large datasets [8]. In HBase, a table is physically divided
into many regions, which are in turn served by different Regional Servers.
One of its biggest utility is of combining real-time HBase queries with
batch MapReduce jobs, using HDFS as a shared storage platform.

2.3 OpenTSDB

OpenTSDB is an open source distributed and scalable time-series database,
developed by StumbleUpon. It supports real time collection of data points
from various sources. It is designed to handle terabytes of data with better
performance for different monitoring needs. It stores, indexes and serves
metrics at a large scale. Data is stored in HBase in two different tables:
the tsdb table provides storage and query support over time-series data
and the tsdb-uid table maintains an index of globally unique values for all
metrics and tags.

2.4 R and RHIPE

R [14] is a language and environment from the open-source community
widely used among statisticians and data scientists. It provides a wide

2Yahoo! Developer Network, (2014), Hadoop at Yahoo!,
[http://developer.yahoo.com/hadoop/]
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range of libraries for analysis and visualization. R Hadoop Integrated
Processing Environment (RHIPE) is a library for integrating R with the
Hadoop DFS. Using the MapReduce programming model it computes
massive data sets across different nodes within a cluster. It works from
the R environment using standard R programming idioms [4, 6].

3 Design And Implementation

To interpret, analyse and visualize large time-series data, it is necessary
to have an efficient storage mechanism. Time-series data can be stored
in different ways [5]. HBase provides multi-dimensional storage through
usage of unique composite row keys. OpenTSDB makes use of such
keys comprising of timestamps, metrics and tags to store its data. Our
framework helps to analyse time-series data stored by OpenTSDB. R2Time
figure 1 acts as a bridge between RHIPE and OpenTSDB.

Figure 1: R2Time acts as a bridge between OpenTSDB and RHIPE

3.1 Row Key Design

OpenTSDB stores data in HBase using two tables tsdb and tsdb − uid
for storage and lookup respectively. The lookup table maintains an index
of globally unique identifiers and values of all metrics and tags for data
points collected by OpenTSDB. The tsdb table stores data using composite
row keys comprising of metric id, base timestamp (hourly), tag-ids and
tag-values. Each column is grouped under one column family consisting
of column qualifiers representing delta elapse from base time, as shown in
table 4.1.

An OpenTSDB row key design consists of a minimum 13 bytes with at
least one tag. If there are multiple tags, they are appended at the end of
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T:0 T:10 T:20 T:30 timestamp

row1 14.44 15.44 17.24 34.34 1368187868217

row2 13.65 12.44 15.04 24.44 1368187868317

row3 12.22 14.44 15.40 14.34 1368187868417

. . . . . . . . . . . . . . . . . .

Table 4.1: OpenTSDB: ’tsdb’ table sample

the row key. Timestamps in the row keys are rounded down to an hourly
boundary. After every hour, values are created for a new row key for the
metric and its tags. The composite row key format is shown in figure 2.
With each additional tag, the row key size increases by 6 bytes.

The column qualifier is of 2 bytes. The first 12 bits are used to store an
integer value, which is delta elapse (in seconds) from the base timestamp
in the row key. The remaining 4 bits are of type flag, the first bit indicates
whether the value is an integer or a floating point number. The remaining
3 bits are reserved for variable-length encoding. The measure/value of
a data point is stored as the cell value and is reserved to 8 bytes. As
example, a data point at timestamp “3456123232” will be stored with its
base timestamp as “3456123000” in its row key and column qualifier as the
delta value “232”. R2Time retrieves data from the tsdb table for a given

Figure 2: OpenTSDB row key format

metric, tags and time ranges using a set of generated row keys. The row
keys are generated in two phases. The first phase generates the start and
end row key for the given metric and time range. Each generated row key
consists of their respective metric and base timestamp. The combination
of metric and base timestamp represents the first 7 bytes of the row key.
These sequences of bytes are fixed, as a metric is created before being
able to store data points. As mentioned earlier, for each metric and tag, a
unique id (uid) is registered in the tsdb-uid table. A data point is stored
in the tsdb table, with its metric uid retrieved from tsdb-uid table. It
occupies the first 3 bytes of a row key, with next 4 bytes being the base
timestamp calculated from given start/end time range.

53



4. Result And Analysis Paper I

In the second phase, filters are created for specified tags. The numbers
of tags for data points vary and could range from single to multiple.
For each tag, a regular expression of 6 bytes is created and appended
together. An example of regular expression for filtering the specified
tags is: Let binary representation of two tags be [0 0 1 0 0 2] and
[0 0 2 0 0 4] respectively. A regular expression for filtering them would be:
\Q\000\000\001\000\000\002\E and \Q\000\000\002\000\000\004\E.
Data stored in HBase are sorted on row keys, which makes performance
with regular expression efficient. For a specified query and date-time range,
data from HBase is read using tag filter regular expressions.

Once the row keys and filters are created, R2Time uses the scan object
of HBase to point at the start and end data blocks. HBase provides
several API for filtering of data. Using RowFilter, CompareFilter and
RegexStringComparator the data between the start and end blocks are
filtered with the generated regular expressions.

3.2 Data Retrieval

Any distributed operations for data stored in HBase are performed using
MapReduce tasks. A MapReduce job is defined through R2Time, which
creates the required row keys from the specified start/end timestamps,
metric and tags. It also provides an extended RecordReader class called
RHHBaseReader to read data from the tsdb table with its row keys as“keys”
and delta columns as “values”. In turn, it uses RHIPE to distribute the
user-defined map() and reduce() tasks through the underlying MapReduce
framework.

The overview of this framework is shown in figure 3 and a pseudo-code
for a simple MapReduce program to count the number of data-points is
provided in listing 4.1.

4 Result And Analysis

Our cluster is comprised of 11 nodes with CentOS linux distro, one node
each for Namenode, Secondary Namenode, HBase Master, Job Tracker,
and Zookeeper. The remaining 6 nodes act as Data Nodes, Regional Severs
and Task Trackers. All nodes have an AMD Opteron(TM) 4180 six-core
2.6GHz processor, 16 GB of ECC DDR-2 RAM, 3x3 TeraBytes secondary
storage and HP ProCurve 2650 switch. Experiments were conducted using
OpenTSDB-1.0, Hadoop-0.20, Hbase-0.90 Apache releases. Our default
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Figure 3: R2Time architecture. Step1: user supplies input parameters. Step2: R2Time
converts input parameters into start/end row key and filters. Step3: R2Time defines its
RecordReader, getSplit() to get numbers of split to run map tasks. Step4: RecordReader
of R2Time to read <key,value> pairs. Step5: ready to run map and reduce task.

HDFS configuration had a block size of 64 MB and the replication factor
3.

Listing 4.1: Calculation for counting number of data-points using R2Time

1 # Load Rhipe and R2Time library

2 library(Rhipe)

3 library(r2time)

4 rhinit() #Initialize RHIPE framework

5 r2t.init() #Initialize R2Time framework

6

7 # Mapper function in R

8 map <- expression({

9 cnt <- lapply(seq_along(map.keys), function(r) {

10 len <- length(map.values[[r]]);

11 })

12 rhcollect(1, sum(unlist(cnt))) })

13 # Reduce function

14 reduce <- {

15 count <- count + sum(sapply(reduce.values, function(x)

16 sum(x)))

17 },

18 post={ rhcollect(reduce.key, count) })

19 # Submit MapReduce job to R2Time framework

20 r2t.job(startdate, enddate, metric, tagkeys, tagvalues,

21 zkquorum, output, map, reduce)

55



4. Result And Analysis Paper I

4.1 Performance of Statistical Functions

The performance of different statistical functions was evaluated using the
R2Time framework. Figure 4 shows the computation time for count, mean,
linear regression and k-means for different data size.

Figure 4: Performance based on different statistical functions

The count of the total number of data point present in the tsdb table
took just over 50 seconds for processing 25 million data points, com-
prising of 250,000 rows with 100 columns per row. Each cell has a size
of 8 bytes and an additional 2 bytes for its column qualifiers. Each
row occupied disk space of 1013 bytes [(100 × 10bytes) + 13 bytes] or
[(no. of cols.× col. size) + row key size]. The mean function is similar
in nature but more expensive than the count function, due to its internal
conversion of all data point values from serialized bytes to numeric int/float
type. Moreover, the column-oriented format of the stored data requires
it to be counted iteratively, over all columns in each row. Regression
performs further matrix operations of multiplication and transposition,
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thus requiring additional computations. Linear regression is calculated
using basic implementation of (X ′X) − 1 [24]. Regression is performed
on each map function and later combined to obtain the final result in
the reduce function. K-mean is the most expensive operation out of
all the four functions, due to extra computation cost in calculation as
well as storing/reading the initial centroids. Moreover, it also consists of
computational overhead in terms of calculation of Euclidean distances [7,
22].

The aforementioned functions were chosen because they are constituted
to be some of the core and basic functionalities for any analytics [23, 10]].
Based on these functions, further analysis can be performed in terms of
trend analysis [9], seasonal variation [9] and clustering [21].

Due to the distributed nature of MapReduce, loads are equally dis-
tributed between different nodes. The methods used for distributed han-
dling of composite keys allow the achievement of optimal performance,
limited only by general algorithmic complexities and regular Hadoop over-
heads. Even for reasonably sized datasets (125 million), performance
goals for distribution of calculations outweighed all the overheads. For
larger datasets (>1 billion), the performance is expected to follow intrusive
complexity of each algorithm with minor Hadoop overheads.

As observed from the evaluation, the functions appear to be supralinear
in nature. In particular, this is due to algorithms being scaled using the
MapReduce paradigm. As mentioned earlier, the framework supports
composite keys in an optimal manner and does not introduce added
complexities to any implementation of algorithms. The read latency in
HBase is higher because of its log-structure based storage [1]. HBase
flushes its memory tables to disk in separate files and needs to search each
file for fragments of records [15]. Read latency in HBase can be optimized
through compaction [12].

4.2 Scalability Test

With a larger number of nodes, the loads are further distributed across
which leads to improve in performance as shown in figure 5. More-
over, R2Time provides improved execution time compared to OpenTSDB.
R2time outperforms OpenTSDB by almost 50% for a cluster with 2 nodes.
With a larger number of nodes in the cluster the performance tends to
further improve. The test was performed on 75 million data points for
reading data from HBase. R2Time is built using Hadoop and HBase Java
API. It does not comprise performance despite allowing R users enrich
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Figure 5: Runtime in seconds for reading data on different cluster sizes

statistical functionality.

4.3 Performance based on Scan Cache

scanCache and setBatch are HBase settings that control the number of rows
and columns fetched from regional servers. scanCache and setBatch control
transfer of rows and columns over network and retain them in memory for
quick access. Increasing them to the maximum may not necessarily bring
any improvements, due to increased memory and bandwidth overheads.
Hadoop daemons use RPCs (Remote Procedure Calls) to talk to each
other. Examples include: data nodes communicating with name nodes and
task trackers communicating with job trackers. R2Time allows users to
have custom setting for scan cache and batch sizes. The number of RPC
calls needed for processing a particular amount of data, can be calculated
as RPC = Row×ColsPerRow

Min(ColsPerRow×BatchSize) ×
1

scanACache .
By default, BatchSize is 1. From figure 6, it can be observed that
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increasing BatchSize to the number of column per row, results in better ex-
ecution time, whereas BatchSize>=ColsPerRow also lowers the number of
RPCs, leading to lesser execution time. Lesser number of RPCs maintains
less interconnection between regional servers. Due to network bandwidth
and memory leakage, the ideal case of RPC=1 cannot be achieved [12].

Figure 6: Performance based on scan cache

Case 1: When BatchSize < ColsPerRow, BatchSize has inverse effect
onRPCs. HereK1 = Rows×ColsPerRow andRPC = K1

BatchSize×scanCache
Case 2: When BatchSize >= ColsPerRow, BatchSize has no effect on
RPCs. Here K2 = Rows and RPCs = K2

scanCache
Figure 7, presents RPCs variation achieved with a constant Batch-

Size=ColsPerRow and varying ScanCache. The x-axis represents the
number of RPCs calls and the y-axis represents the execution time for the
statistical function row counter. It can be observed that RPCs is indirectly
proportional to ScanCache. When RPCs called were 40,000, the execution
time to complete the task was 46 seconds. Tuning the number of RPCs
needed from 40,000 to 40 improved the performance by 65%.
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Figure 7: Performance based on RPCs

5 Related Work

Existing solutions in R such as astsa, tsa3, tseries and temp [18] provide
analytical functionalities for time-series data but lacks operability over
NoSQL based solutions. opentsdbr 3 and StatsD 4 uses HTTP/JSON APIs
to query data from OpenTSDB and import them into R. However, these
solutions are inherently centralized and non scalable, creating performance
bottlenecks due to large requirements of memory, processing and network
throughput. rbase 5 and rhbase 6 provides distributed functionalities for
non time-series data in HBase. RHIPE [16] allows possibility to analyse

3D. Holstius, [https://github.com/holstius/opentsdbr]
4StatsD OpenTSDB publisher backend, [https://github.com/emurphy/statsd-

opentsdb-backend]
5S. Guha, [https://github.com/saptarshiguha/rbase]
6Revolution Analyltics, [https://github.com/RevolutionAnalytics/RHadoop/ wik-

i/rhbase]
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simple time-series data that are stored in HDFS, however has limitations
in directly reading data from HBase. RHIPE can read data from HBase
with the help of third-party libraries [16], but has shortcomings in reading
composite keys [5] as used by OpenTSDB. RHadoop 7 provides similar
functionalities as RHIPE, but has significantly poorer performance [11]
due to distribution of required R libraries over the network to every node
in the cluster participating in processing the data.

6 Conclusion

This paper presents our implementation and evaluation of framework
R2Time that integrates R, OpenTSDB and RHIPE. It allows analysing
OpenTSDB data stored in HBase using MapReduce programming model
from within the R environment. OpenTSDB provides a well-accepted
solution for storage of time-series data preserving its properties of time
dependence, quantity, frequency and speed but lacks advance analytical
functionalities. R is a powerful, open source statistical platform with a
wide variety of analytical functionalities including time-series analysis.
RHIPE enables an extension of R functionalities through MapReduce on
data in HDFS and HBase, but remains incompatible with the data format
of OpenTSDB. The R2Time framework fills this gap, integrating these
solutions together enabling distributed processing of large time-series data
across a Hadoop cluster.
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Abstract:

In this paper, we propose a novel approach to analyze and predict
failures in Hadoop cluster. We enumerate several key challenges
that hinder failure prediction in such systems: heterogeneity of
the system, hidden complexity, time limitation and scalability. At
first, the clustering approach is applied to group similar error se-
quences, which makes training of the model effectual. Subsequently
Hidden Markov Models (HMMs) are used to predict failure, using
the MapReduce programming framework. The effectiveness of
the failure prediction algorithm is measured by precision, recall
and accuracy metrics. Our algorithm can predict failure with an
accuracy of 91% with 2 days in advance using 87% of data as
training sets. Although the model presented in this paper focuses
on Hadoop clusters, the model can be generalized in other cloud
computing frameworks as well.
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1 Introduction

The cluster system is quite commonly used for high performance in cloud
computing. As cloud computing clusters grow in size, failure detection and
prediction become increasingly challenging [24]. The root causes of failure
in such a large system can be due to the software, hardware, operations,
power failure and infrastructure that support software distribution [26].
The cluster system dealing with a massive amount of data needs to be
monitored and maintained efficiently and economically. There have been
many relevant studies on predicting hardware failures in general cloud
systems, but few on predicting failures in cloud computing frameworks
such as Hadoop [10]. Hadoop is an open-source framework for distributed
storage and data-intensive processing, first developed by Yahoo. Hadoop
provides an extremely reliable, fault-tolerant, consistent, efficient and
cost-effective way of storing a large amount of data. Failure in storing and
reading data from the large cluster is difficult to detect by human eyes.
All the events and activities are logged into their respective application
log files. Logs provide information about performance issues, application
functions, intrusion, attack attempts, failures, etc. Most of the applications
maintain their own logs. Similarly, HDFS system consists of DataNode and
NameNode logs. The logs produced by NameNode, secondary NameNode
and DataNode have their individual format and content.

The prime objective of the Hadoop cluster is to maximize the job process-
ing performance using data-intensive computing. Hadoop cluster normally
consists of several nodes and can execute many tasks concurrently. The
job performance is determined by the job execution time. The execution
time of a job is an important metric for analyzing the performance of
job processing in the Hadoop cluster [11]. As Hadoop is a fault-tolerant
system if the nodes fail, then the node is removed from the cluster in
the middle of the execution and the failed tasks are re-executed on other
active nodes. However, this assumption is not realistic because the master
node can crash. Many researchers reported that the master node crash
is a single point of failure and needs to be handled [4] [17]. The failure
of the data node results in higher job execution time, as the job needs to
re-execute in another node. Failure nodes are removed from the cluster so
that the performance of the cluster improves. Prediction methods operate
mostly on continuously available measures, such as memory utilization,
logging or workload, to identify error pattern. Our analysis in this paper
is mostly only on time of occurrence of different types of error events that

68



Paper II 1. Introduction

ultimately cause failure. This might also help in root cause analysis [15]
for automatic triggering of preventive actions against failures.

We used Hidden Markov Models (HMMs) [2] to learn the characteristics
of log messages and use them to predict failures. HMMs have been
successfully used in speech, handwriting, gesture recognition, and also in
some machine failure prediction. HMM is well suited to our approach
as we have observations of the error messages, but no knowledge about
the failure of the system, which is “hidden”. Our model is based on a
stochastic process with a failure probability of the previous state. As
faults are unknown and cannot be measured, they produce error messages
on their detection (i.e. present in log files).

Our prediction model is divided into four main parts; First, identifying
error sequences and differentiating types of error from the log files. Second,
using the clustering algorithms [1] like K-means [27]. Third, training the
model. Given the labeled training data, HMM method is used to evaluate
maximum likelihood sequence that is used to update the parameters of
our model. Last, predicting failure of the system based on the observation
of an error sequences. The idea of our approach is to predict failures by
analyzing the pattern of error events that imitates failure. Experimental
results for this method can predict failure with 91% accuracy for two days
in advance (prediction time). It also shows that our approach can compute
on the massive amount of datasets. Ultimately, our approach can be used
to improve the performance and reliability of the Hadoop cluster.

1.1 Related work

A significant number of studies have been done on the performance evalu-
ation and failure diagnosis of systems using log analysis. However, most
of the prediction methods focus only on the system logs, but not on the
application logs. Many studies have been done on predicting hardware
failure in the cluster. For example, studies in [16], [26] and [7] provide a
proactive method of predicting failure in the cluster, based on system logs.
These methods provide failure in hardware level but fail to provide failure
of a node in the Hadoop clusters.

Konwinski et al. [19] used X-trace [14] to monitor and improve Hadoop
jobs. X-trace allows path-based tracing on Hadoop nodes. Additionally,
by using X-trace in conjunction with other machine-learning algorithms,
they were able to detect failure with high accuracy. Similarly, SALSA
[20] is another tool in which system logs are analyzed to detect failure
using distributed comparison algorithm. Also, it shows information on
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how a single node failure can affect the overall performance of the Hadoop
cluster. All of these papers present failure detection algorithm in the
Hadoop cluster but lacks prediction algorithm.

Fulp et al. [18] demonstrated failure prediction in the hard disk using
SVMs (Support Vector Machines) with an accuracy of 73% with two days
in advance. On the other hand, Liang et al. [24] uses RAS event logs
to predict failure in IBM BlueGene/L. They compared their results with
Support Vector Machines (SVMs), a traditional Nearest Neighbor method,
a customized Nearest Neighbor method and a rule-based classifier, and
found that all were out-performed by the customized Nearest Neighbor
method. However, these all provide failure prediction algorithm in the
different areas, but still lacks to provide precise model.

Hidden Markov Models have been used in pattern recognition tasks
such as handwriting detection [12], gene sequence analysis [30] [23], gesture
recognition [29], language processing [28] [31], hard drive failure [9] or
machine failure [16]. HMM is a widely used model due to it’s flexibility,
simplicity, and adaptivity. Indeed, as mentioned earlier, Hadoop log data
have challenging characteristics, which thus require expert knowledge to
transform data into an appropriate form.

1.2 Our Contribution

We proposed a novel algorithm for failure prediction algorithm using
MapReduce programming framework, thus achieving better scalability
and better failure prediction probability. The proposed model is based on
distributed HMM through MapReduce framework in a cloud-computing
environment. Through this paper, we also present our idea to increase the
performance of the Hadoop Cluster by predicting failure. The accuracy
of our model is evaluated using performance metrics (precision, recall,
F-measure).

1.3 Paper Structure

Section II provides an overview of the background. Section III introduces
the design and approach of our analysis. Section IV evaluates our algorithm
and presents the results. Section V concludes the paper.
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2 Background

2.1 Hadoop

Hadoop [10] is an open-source framework for distributed storage and
data-intensive processing, first developed by Yahoo. It has two core
projects: Hadoop Distributed File System (HDFS) and MapReduce [25]
programming model. HDFS is a distributed file system that splits and
stores data on nodes throughout a cluster, with a number of replicas.
It provides an extremely reliable, fault-tolerant, consistent, efficient and
cost-effective way to store a large amount of data. The MapReduce model
consists of two key functions: Mapper and Reducer. The Mapper processes
input data splits in parallel through different map tasks and sends sorted,
shuffled outputs to the Reducers that in turn groups and processes them
using reduce tasks for each group.

2.2 Hidden Markov Models

HMM [33] is based on Markov Models, a tool for representing probability
distributions over sequences of observations. It is a probabilistic model, in
which system is assumed to be a Markov process [35] (memoryless process)
with hidden (unobserved) states. HMM consists of unobserved states, and
each state is not directly visible, but output and dependent on the state
are visible. It has a set of states each of which has a number of transitions
and emissions state probability as shown in Figure 2.7. HMM typically
used to solve three types of problem: detection or diagnostic problem,
decoding problem and learning problem. Forward-backward algorithm [21]
solves diagnostic problem. Similarly, Viterbi algorithm [34] solves decoding
problems and Baum-Welch algorithm [32] solves learning problem.

3 Approach

In this section, we describe how the useful information from different logs
are extracted and the use of HMMs to predict failure from those log files.

The proposed method deals with all the log files associated with Hadoop
cluster (HDFS): DataNode and NameNode logs. The log files are collected
from the different nodes associated with the cluster. The logs generated
from 11-node clusters are stored in HDFS system using Apache Flume
collector [13]. The log files contain all unwanted and wanted information
that makes it difficult for the human to read. For this reason, pre-processing
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of logs is needed before storing to HDFS system. In the pre-processing
steps, all the log messages are extracted and unwanted and noisy messages
are removed. The stored data is further analyzed using HMM model.
Failure prediction algorithm is used to detect a failure and ignore defective
node before running any task.

HDFS system consists of NameNode and DataNode. NameNode is
the master node on which job tracker runs. It consists of the metadata
(information about data blocks stored in DataNodes - the location, size of
the file, etc.). It maintains and manages the data blocks, which are present
on the DataNodes. The DataNode is a place where actual data is stored.
The DataNode runs three main types of daemon: Read Block, Write Block,
and Write-Replicated Block. NameNode and DataNode maintain their
own logging format. Each node records events/activities related to reading,
writing, and replication of HDFS data blocks. Each log is stored on the
local file-system of the executing daemon. Our analysis is based on some
important insights about the information available through Hadoop logs.
Block ID in DataNode log provides a unique identifier, which represents
the HDFS blocks that consist of raw bytes of the data file.

Before using log messages to build the model, we structured and ap-
pended all the log files into systematized forms. Four steps are involved in
our approach: pre-processing, clustering, training, and predicting as shown
in figure 1. In the first step, all useful information, such as timestamp,
error status, error type, node ID and user ID, are extracted, and new log
template is created. Since different logs reside on the local disk in different
nodes, it is necessary to collect and attach all the log information into a
one-log template. In the second step, we use the clustering algorithm to
differentiate various types of errors. With the clustering technique, real
error types that propagate to failure are recognized. And the third and
fourth step is the training and prediction algorithm using HMM model,
which is discussed in detail below.

We adopted Hidden Markov models (HMMs) for this approach. HMM
applies machine-learning techniques to identify whether a given sequence
of the message is failure-prone or not. HMM models parameters can be
adjusted to provide better prediction. The sequences of an error event are
fed into the model as an input. Each error event consists of a timestamp,
error ID and error type, which determine the types of error. Failure and
non-failure information are extracted from error sequences to create a
transition matrix. HMM is characterized by the following modules: hidden
states X = {x1, x2, x3}, observations state Y = {y1, y2, y3}, transition
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Figure 1: Workflow of failure prediction.

probabilities A = aij = {P [qt+1 = xj |qt = xj ]} and emission probabilities
B = bij . HMM (λ) is denoted as

λ = (π,A,B) (4.1)

Where, A is the transition matrix whose elements give the probability
of transitioning from one state to another, B is the emission matrix
giving bj(Yt) the probability of observing Yt. π is initial state transition
probability matrix.

The observation symbols O1 = {e1, e2, e3, e4, e5, e6} are referred to error
events of the system, and failures are represented as hidden state of HMM
as shown in figure 2. Error patterns are used as training set for HMM
model if the model transits to a failure state each time a failure occurs in
the training data. Two steps are necessary for obtaining training sequences
for the HMM. The first step involves the transformation of error types

Figure 2: Mapping Failure and errors to Hidden Markov Model.

into a special error symbol in order to classify different types of error.
Error event timestamps and error categories form an error sequence (event-
driven sequence). HMM applies machine-learning techniques in order to
identify characteristic properties of an error sequence. It also helps to
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detect whether a given error sequence is failure-prone or not. Moreover,
we trained the model using past error sequence. The model adjusts its
parameters based on those records. The trained model is then applied to
the new error sequences to predict failure. Such an approach in machine
learning is known as “supervised learning”. To extract error sequence,
timestamp and error ID are extracted in preprocessing step as mentioned
earlier. Let “e” represent different types of error in the log files. The series
of messages that appear in “e” form a time-series representation of events
that occurred. In this paper, all categories of “e” are identify using k-means
clustering technique [27]. Six different types of error are distinguished
from the given log files and the set e would be (e1, e2, e3, e4, e5, e6). This
error set is known as error sequence or observation for our model.

e1 e2 e3 e4
t

Prediction time (tp)Sliding window(d(t))

P(F(t))

FF

Failure

Figure 3: Failure prediction, where e1, e2, e3 and e4 are error sequences, and F is the
failure in the system.

In the next step, the model is defined using error sequences. Error
sequence consists of failure and non-failure information that has occurred
within a sliding window of length ∆t as shown in figure 3. F is the failure
in the system and e1, e2, e3, e4 represent the error events in the log files.
Failure tp is predicted based on ∆t error sequence. HMM models are
trained using error sequences. The main goal of training is that failure
characteristics are generated from the error sequences. The non-failure
model stays rather remains unspecific. Once the models are trained,
new upcoming failure is evaluated from the error sequences. To predict
upcoming failure, sequence likelihood is computed from HMM models.

In this paper, there is a sequence of log data over timestamp, which we
needed to train our HMM model using a set of the sequence of log output
as observation O = (info, warn, error, fatal). N= 4 for HMM model is
denoting the stages in time that are allowed in different transitions in
the HMM training. Each error sequence may result in failure-prone or
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non-failure system. The Failure-prone system has a similar pattern of
errors, which result in failure. The probability of log data is computed
using Forward-Backward Algorithm as proposed in [32].

Training the model: First, from the log template, sequence of an error
message is extracted to form an output sequence composed of 1,2,3,4,5
and 6’s, one number for each time by rounding the timestamp of logs of a
job to the nearest integer. Thus, the state transition in the HMM takes
place every time step until the absorption state is reached. The choice
of time step determines the speed of learning and its accuracy. A log
sequence of a job always starts from the state x1 and ends at x2, and the
initial probabilities for π are fixed to be 0.5. With the output sequence as
described, we compute the most likely hidden state transition sequence
and the model parameters λ = (A,B, π).

We have adapted Expectation-Maximization algorithm for training
purpose. During training, the HMM parameters π, A, B are optimized.
These parameters are maximized in order to maximize sequence likelihood.
For initial steps, a number of states, a number of observations, transition
probability, and emission probability are pre-specified. In this experiment,
initial parameters are calculated from the past observation, such that
the model can predict accurately from the initial phase. As the training
of model progress, the parameter value gets closer to the actual value.
Training in HMM is done using Expectation-Maximization algorithm,
where backward variable β and forward variable α are evaluated. This
algorithm helps to maximize the model parameters based on maximum
likelihood. If the model started randomly from a pre-specified HMM
parameter, it would take several iterations to get superior parameters,
which best fit, the model for prediction. The goal of training datasets is
to adjust the HMM parameters in such a way that error sequences are
best represented and that the model transits to a failure state each time a
failure occurs in the training datasets.

There are a few existing methods such as; Baum-Welch algorithm
and gradient-descent techniques that use iterative procedures to get the
locally maximized likelihood. However, this iterative procedure might
be significantly slow if the observed sequence is large. In this paper, we
proposed a slightly different algorithm to train data, which is significantly
faster than the traditional method. The idea is to formulate the probability
of the observation sequence Ot, Ot+1 pairs and then to use Expectation-
Maximization algorithm to learn for this model λ.

In order to train the model, there is a need to find the repetitive error
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Algorithm 1 Failure State Prediction Algorithm

1: Initialized O = {o1, o2, ..o6} . different types of error as observation
2: S = {Healthy, Failure} . two hidden state
3: m = 2 . m is number of hidden state
4: n = 6 . n is number of different types of errors
5: Initialized Aij , Bij . emission matrix Bij stores the probability of

observable sequences oj from state si . transition matrix Aij stores
the transition probability of transiting from state si to state sj

6: Initialized Π . an array of initial probabilities
7: Y = {y1, y2...yk} . an error sequence of observation
8: Map:
9: Initialized StatePathProb

10: Update Aij , Bij
11: PathProb = StatePathProb ∗Bij
12: for each state sj do
13: StatePathProb[j, i]← maxk (StatePathProb[k, i− 1] ·Akj ·Bjyi)
14: PathProb[j, i]← arg maxk (PathProb[k, i− 1] ·Akj ·Bjyi)
15: end for
16: zi ← arg maxk (StatePathProb)
17: xi ← Si
18: for i← T − 1, ..., 1 do . T is length of observable sequence
19: zi ← PathProb[zi, i]
20: xi ← zi
21: end for
22: emit(timestamp, x)

sequence in the data. To do so first, we need to compute the likelihood
of raw data in the desired range. This problem is computed using EM
algorithm. The EM consists of two steps: an expectation (E) step, which
creates a function for calculating log-likelihood from the current estimate,
and a maximization (M) step, which computes parameters maximizing
the expected log-likelihood calculated on the E step. This EM algorithm
is carried on a map and reduce task.

After getting all the parameter of the model (λ), the prediction al-
gorithm is used to get all the hidden states that are calculated using
maximum likelihood of the past sequences.

Prediction: Failure is the hidden layer in our HMM model. The
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Hidden state is calculated using Viterbi algorithm. There is a sequence of
observations 0 = O1, O2....On with given model λ = (A,B, π). The aim
of Viterbi algorithm is to find optimal state sequence for the underlying
Markov chain, and thus, reveal the hidden part of the HMM λ. The final
goal of Viterbi is to calculate the sequence of states (i.e S = {S1, S2, ...Sn}),
such that

S = argmaxsP (S;O, λ) (4.2)

Viterbi algorithm returns an optimal state sequence of S. At each step
t, the algorithm allow S to retain all optimal paths that finish at the
N states. At t+1, the N optimal paths get updated and S continues
to grow in this manner. Figure 4 shows details architecture of Viterbi
algorithm implementation. The goal is to predict hidden state from the
given observation 0 = {O1, O2....On} . No reducer is used and on each
mapper, a local maximum is calculated and state path based on maxima
are observed. Two states defined in algorithm 1: healthy and failure are
determined based on error sequence.

Map

Map

Map

Reduce 

<0,A,B,pi>

Training 
data

Map

Map

Map

<0,A1,B1,pi1>

Update 
HMM A,B,pi

Training Prediction

logP(x,o|λ)

Figure 4: Architecture of an algorithm predicting failure state using MapReduce
programming framework.

4 Result

Setup: Our cluster is comprised of 11 nodes with CentOS Linux distro,
one node each for Namenode, Secondary Namenode, HBase Master, Job
Tracker, and Zookeeper. The remaining 6 nodes act as Data Nodes, Re-
gional Severs, and Task Trackers. All nodes have an AMD Opteron(TM)
4180 six-core 2.6GHz processor, 16 GB of ECC DDR-2 RAM, 3x3 Ter-
aBytes secondary storage and HP ProCurve 2650 switch. Experiments
were conducted using RHIPE, Hadoop-0.20, Hbase-0.90 Apache releases.
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Our default HDFS configuration had a block size of 64 MB and the
replication factor of 3.

The prediction techniques presented in this paper have been applied to
the data generated while performing operations in the Hadoop Cluster.
With 1 month of Hadoop log data, we trained HMM model using sliding
windows varying from 1 to 2 hours in length. A Large amount of Hadoop log
data was generated using SWIM [8], a tool to generate arbitrary Hadoop
jobs that emulate the behaviors of true production jobs of Facebook.
We used AnarchyApe [3] to create different types of failure scenarios in
Hadoop cluster. AnarchyApe is an open-source project, created by Yahoo!
developed to inject failures in Hadoop cluster [5].

4.1 Types of error
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Figure 5: Different types of error in Hadoop cluster during 5 days interval.

Errors such as operational, software, configuration, resource and hard-
ware are present in Hadoop cluster. In this analysis, hardware failure was
not considered. Operational, software and resource errors are taken into
consideration to detect a failure in the software level of Hadoop cluster.
Operation errors include missing operations and incorrect operations, and
they are easily identified in log messages by operations: HDFS READ,
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HDFS WRITE, etc. Resource errors (memory overflow, node failure)
refer to resource unavailability occurring in the computing environment,
while software errors (Java I/O errors, unexceptional) refer to software
bugs and incompatibility. These types of error are detected on different
DataNodes. Log messages are classified into six different types of error:
Network connection, Memory overflow, Security setting, Unknown, Java
I/O error, NameNode failure as shown in Figure 5. Errors like network
connection and security setting are most occurring errors in the Hadoop
cluster. In the pre-processing step, each log message is tagged with certain
error ID and using the clustering algorithm like k-means, different types
of error are analyzed.

4.2 Predicting failure state in Hadoop cluster.

Different types of error are used as input observation in our model i.e.O =
{O1, O2....On}. O1 to O6 are error sequences, and O7 is a non-error
sequence from the log template. This observation is used in the model
λ = (π,A,B) to detect S = {Healthy, Failure}. Based on the error
sequence in the HMM model, with the help of Viterbi algorithm, hidden
state sequences are generated which are shown in gray and red line in
figure 6. The red line indicates failure state and gray indicates non-failure
state. Similarly, black and gray line shows actual failure state. Based on
the probability of the previous state and HMM parameters, the failure,
and non-failure states are determined. Error sequences are predicted using
EM algorithm, and based on predicted error sequences, hidden states
(failure or non-failure) are predicted. Error in prediction is calculated by
differencing the actual and predicted value as shown in the graph. At first
step, our model is trained from the previous record. As the time passes,
the model gets more accurate. The training of the model depends solely on
the initial parameter. For this example, initial parameters are calculated
from the past record. That is why this model has similar behavior from
the initial point, but not an accurate prediction.

The models’ ability to predict failure precisely is evaluated by four
metrics: precision, recall, false positive rate and F-measure. These metrics
are frequently used for prediction evaluation and have been used in many
relevant researches as in e.g. [22]. Four metrics are defined in table 4.1:

From the above observation, we used log entries of 800 hours out of
which; first 650 hours is used for training and last 150 hours is used for
prediction. In total, we have 24000 observations for 150 hours of prediction
time. Different cases for prediction is shown in table 4.2. The accuracy of
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Figure 6: Using HMM to predict failure and normal state. Error sequences are the
observation or observable state of HMM and gray-black bar indicate the hidden state,
gray line indicate non-failure state and black indicate failure state. Similarly, red line
indicates predicted failure state. And blue line indicates prediction error.

Metric Definition Calculation

Precision p = TP
TP+FP 0.93

Recall r = TP
TP+FN 0.91

False positive rate fpr = FP
FP+TN 0.091

F-measure F = 2pr
p+r 0.92

Accuracy accuracy = TP+TN
TP+FP+FN+TN 0.91

Table 4.1: Definition of metrics.

the model is 91.25 %(9000 + 12900/24000). And the precision and recall
are 0.93 and 0.91 respectively.

Higher precision ensures fewer false positive errors, while a model with
high recall ensures lesser false negative errors. Ideal failure prediction
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Predicted failure state Predicted non-failure state

TN: 9000 FP: 900

FN: 1200 TP: 12900

Table 4.2: Observation for different cases.

model would achieve higher precision and recall value, i.e. precision =
recall = 1. However, both high recall and precision are difficult to obtain
at the same time. They are often inversely proportional to each other.
Improving recall in most cases lowers the precision and vice-versa. F-
measure ensures that the model is accurate or not, and makes sure both
precision and recall are reasonably high. In HMM method, a threshold
value allows the control of true positive rate and false positive rate. This
is one of the big advantages of HMM, method over other techniques.

4.3 Scalability
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Figure 7: Scalability with increases in data size

To test the implementation of MapReduce HMM model in the cluster,
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Figure 8: Scalability with increases in cluster size.

we fixed the number of nodes in the cluster to be 6. And, then tested
HMM by varying the number of data size from 1 GB (85 million error
sequences) to 7 GB (571 million error sequences). Figure 7 demonstrates
the scalability of the algorithm. It shows a steady increase in execution
time with the growth in data size. The brown and black lines in the graph
represent the parallel and sequential execution of map task. It is obvious
that parallel execution outperforms.

In the figure 8, we set the number of nodes participating in the MapRe-
duce calculations to 1, 2, 3, 4, or 5. The algorithm was then tested on the
dataset of size 5 GB (138 million error sequences). The experimental result
shows that the execution time improves with an increase in the number
of nodes. This increase can significantly improve the system processing
capacity for the same scale of data. By adding more nodes to the system,
the performance improves and computation can be distributed across the
nodes [6]. We conclude that this performance improvement would be
even more noticeable with large-scale data involving many more nodes.
The typical scalability behavior would illustrate a linear line in the graph.
However, it is impossible to realize this ideal behavior due to many factors
such as network overheads.
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5 Conclusion

As failures in cluster systems are more prevalent, the ability to predict
failures is becoming a critical need. To address this need, we collected
Hadoop logs from Hadoop cluster and developed our algorithm on the log
messages. The messages in the logs contain error and non-error information.
The messages in the log were represented using error IDs, which indicate
message criticality. This paper introduced a novel failure prediction
method using distributed HMM method over distributed computation.
The idea behind this model is to identify the error pattern that indicates
an upcoming failure. A machine learning approach like HMM has been
proposed here, where the model is trained first using previously pre-
processed log files and then it is used to predict the failures. Every log
entry is split into equal intervals, defined by sliding window. These entries
are separated into error sequence and non-error sequence. Training of
the model is done using past observation. Viterbi’s algorithm does the
prediction of hidden state. Experimental results using Hadoop log files
provide an accuracy of 91% and F-measure of 92% for 2 days of prediction
time. These results indicate that it is promising to use the HMM method
along with MapReduce to predict failure.
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Abstract:

Sensitive information that is stored in Hadoop clusters can po-
tentially be retrieved without permission or access granted. In
addition, the ability to recover deleted data from Hadoop clusters
represents a major security threat. Hadoop clusters are used to
manage large amounts of data both within and outside of organiza-
tions. As a result, it has become important to be able to locate and
remove data effectively and efficiently. In this paper, we propose
Secure Delete, a holistic framework that propagates file information
to the block management layer via an auxiliary communication
path. The framework tracks down undeleted data blocks and mod-
ifies the normal deletion operation in the Hadoop Distributed File
System (HDFS). We introduce CheckerNode, which generates a
summary report from all DataNodes and compares the block infor-
mation with the metadata from the NameNode. If the metadata do
not contain the entries for the data blocks, unsynchronized blocks
are automatically deleted. However, deleted data could still be
recovered using digital forensics tools. We also describe a novel
secure deletion technique in HDFS that generates a random pattern
and writes multiple times to the disk location of the data block.
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1 Introduction

The emergence of cloud computing paradigm has made individuals and
organizations are moving towards cloud storage systems; this move is
motivated by benefits such as shared storage, computation, and services
transparently among a massive number of users. Many users and enterprise
applications today generates and needs to handle huge volumes of data
on a regular basis, and are appropriately referred to as data intensive
applications. However, to perform data-intensive computation, two major
pre-conditions need to be satisfied: (i) the application should run in a
parallel algorithm to utilize the available resources; and (ii) there should
be an appropriate parallel runtime support to implement it. There are
several cloud technologies such as Hadoop8, and Spark9 that can perform
a data-intensive computation.

Hadoop [14] is an open-source framework that implements the MapRe-
duce [20] parallel programming model. The Hadoop framework is composed
of a MapReduce engine and Hadoop Distributed File System (HDFS). The
HDFS manages storage resources across a Hadoop cluster by providing
global access to any file [19]. HDFS is implemented by two services: Na-
meNode and DataNodes. The NameNode is responsible for maintaining
the HDFS directory tree and metadata of all files. Clients contact the
NameNode in order to perform common file system operations, such as
open, close, rename, and delete. The NameNode does not store actual
data itself, but rather maintains a mapping between HDFS filename, a
list of blocks and the DataNode(s) on which these blocks are stored.

The scaling of storage systems involves the manipulation of thousands
of computation and storage nodes, which leads to a higher probability of
node failure. Hadoop has become a hugely popular platform for large-scale
data analysis. This popularity poses even greater demands when it comes
to scalability and functionality and has revealed an essential architectural
limitation and challenges of its underlying file system. To provide better
reliability and availability, the traditional design of HDFS replicates each
data block into three copies to protect against node failures. While this
mechanism provides better availability than keeping a single copy of data,
it suffers issues during deletion of data in dead nodes [2]. For example:
when a user sends the delete command to remove data and the data is
replicated on three different nodes, but the data is not completely deleted

8https://hadoop.apache.org/
9http://spark.apache.org/
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though if one of the nodes is dead, this can then result in major data
spillage of sensitive information [7]. Even though HDFS delete command
confirms data is deleted successfully, there can be some undeleted blocks
or traces of data which can lead to major security threats. In this paper,
we introduce the checkerNode, that collects a summary report from all
the DataNodes and compares the block information with the metadata
information in the NameNode. If the block information does not exist in
the metadata, the block is automatically deleted, and the notification is
sent to the user.

In HDFS, the data can be recovered from the HDFS deletion command
using forensic tools. Most of the users are not aware that after deleting
a file it can still be recovered. There are many forensic tools available
which can recover deleted data stored on Linux, Windows, and Macintosh
machines. The simple solution for deletion is to overwrite the memory
segment with a random pattern. However, overwritten data can still be
recovered using techniques like Magnetic force microscopy (MFM) and
scanning tunneling microscopy (STM) [29]. Hence multiple processes of
overwriting are needed. However, a number of overwrite processes involve
with an extra I/O overhead.

When a user uploads the data to HDFS, the underlying storage layers
essentially keep the data immutable, only allowing concurrent appends.
While this method exploits workflow parallelism to a certain degree, it
does not provide a true file system capability e.g., support for users to
randomly, update the contents of the files. Since HDFS does not support
in-place updates, many applications that are write-intensive and require
file modifications need to overwrite all the file contents, even if very small
changes were made. Therefore, changing any file content requires recreating
whole data blocks, which effectively increases the overall write and update
performance of the system. However, Finger [9] provides novel erasure
coding scheme by breaking the large block size (64 or 128 MB) into smaller
chunks and also added an in-place update. It is designed to mitigate
extra reads when performing erasure coding on a large block update and
maintains the minimal metadata size. HDFS-RAID [6] developed by
Facebook, reduces the disk I/O operation. However, it has a computation
overhead due to encoding and decoding process on the sub-block granularity
and does not encounter any extra I/O regardless of the block size.

Currently, there is no component in Hadoop that could overwrite the
data blocks with a random pattern for complete deletion of data [10].
Secure Deletion is the technique where data is deleted from a system in
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such a manner that the system is not able to recover the deleted data. In
this paper, we introduce a overwrite technique in a block with a random
pattern of 1s and 0s.

1.1 Our Contribution

The existing approach for data deletion in HDFS can lead to data leakage
in two ways: undeleted blocks due to node failure and data sniffing using
forensic tools. In this paper, we propose an improved data deletion frame-
work for HDFS. Through an additional component called checkerNode
which ensure that all blocks are deleted in the case where it is impossible to
delete, the component provides detailed reports on hardware components
that might contain sensitive data. Further, we extend the deletion process
by physically locating each copy of the block and overwriting it to prevent
data spillage using forensic tools.

1.2 Related Work

Storing files using HDFS as an underlying platform for cloud storage has
been of significant interest in recent years. This typically follows one of
two possible approaches: extending Hadoop’s built-in FileSystem abstract
class with shim code that supports the distributed file system, or using
built-in Java APIs to expose the distributed file system. HFAA (Hadoop
Filesystem Agnostic API) [15] provides Hadoop to integrate with any
distributed file system over TCP sockets. This API allows the user to
integrate any file system with Hadoop without knowing details about it.

There are several research projects carried out on secure deletion in the
normal file system, but none of these address the issue of secure deletion in a
distributed file system. Bauer et al. [28] used an asynchronous overwriting
process and ultimately provided a far more usable and complete secure
deletion facility in Linux file system Ext3. Systematization of Knowledge
(SoK) [11] showed the existing approach in terms of its interface to a
physical medium. It shows user-level approaches are generally limited and
cannot securely delete data in all cases. However, it proves overwriting
can be used as a user-space approach. Reardon et al. [18] provided three
approaches for secure deletion on log-structured file systems; purging,
ballooning, and zero overwriting. Out of the three approaches, zero
overwriting guarantees immediate secure deletion. Sun et al. [22] proposed
a hybrid model of secure deletion in flash memory using a technique of
zero overwriting and block cleaning. However, the hybrid model consists
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of block cleaning that involves moving a block from one memory location
to another. This can be an expensive operation for moving large block
size. Lee et al. [21] modified YAFFS, a log-structured file system for
NAND flash, to handle secure file deletion. The modified YAFFS encrypts
files and stores each file’s key along with its metadata. Whenever a file is
deleted, its key is erased, and the encrypted data blocks remain. Joukov
et al. [26] introduced Purgefs techniques in a file system which provide
better performance for secure deletion. TrueErase [13] is a secure-deletion
framework that deletes sensitive data from the electronic storage. True
deletion is a compatible full-storage-data-path framework that performs
per file secure deletion and works with common file systems and solid-state
storage. Daniel et al. [17] used Kepler+Hadoop framework to presents a
data model that is capable of capturing provenance inside a MapReduce
job.

All these approaches provide a solution for secure deletion in Linux
file system or Windows, where the most common approaches used for
secure deletion is overwriting the kernel metadata and memory location.
In 1996, Gutmann [29] proved that simple overwriting does not delete
the data completely. The data can be recovered using Magnetic force
microscopy (MFM) and scanning tunneling microscopy (STM) techniques.
Gutmann proved that for complete deletion, it requires 35 passes of an
overwriting process. However, in 2006 NIST Special Publication 800-88 [25]
showed that most of the today’s media can be effectively cleared by a single
overwrite process. We found that existing solutions are either inconvenient,
incompetent, or insecure. We have designed secure deletion in Hadoop as
a file system extension to Hadoop that transparently overwrites files on
the per-delete basis.

1.3 Paper Structure

Section II gives an outline for this paper. Section III introduces the design
and approach of our method. Section IV evaluates our approach and
presents the results. Section V concludes the paper.

2 Background

2.1 Hadoop:

Hadoop [14] is an open-source framework for distributed storage and data-
intensive processing, first developed by Yahoo!. It has two core projects:
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Hadoop Distributed File System (HDFS) and MapReduce programming
model [20]. HDFS is a distributed file system that splits and stores data
on nodes throughout a cluster, with a number of replicas. It provides an
extremely reliable, fault-tolerant, consistent, efficient and cost-effective
way to store a large amount of data. The MapReduce model consists of
two key functions: Mapper and Reducer. The Mapper processes input
data splits in parallel through different map tasks and then sends sorted,
shuffled outputs to the Reducers that in turn group and process them
using a reduce task for each group.

Disk

Operating System (Linux)

Java Virtual Machine

FileSystem(HDFS Client)

DataNode(TaskTracker)

Application(s)

HDFS Daemon

Disk

DataNode

Figure 1: Example of HDFS cluster Node.

Hadoop uses HDFS for reliable storage. When a file is written in HDFS,
it is divided into blocks of a fixed size. The client first contacts the Na-
meNode, which gets the list of DataNodes where actual data can be stored.
The data blocks are distributed across the Hadoop cluster. Figure 1 shows
the architecture of the Hadoop cluster node used for both computation and
storage. The MapReduce engine (running inside a Java virtual machine)
executes the user application. When the application reads or writes data,
requests are passed through the Hadoop org.apache.hadoop.fs.FileSystem
class that provides a standard interface for distributed file systems, includ-
ing the default HDFS. An HDFS client is then responsible for retrieving
data from the distributed file system by contacting a DataNode. In the
common case, the DataNode that is running on the same node requires
no external network traffic. The DataNode, also running inside a Java
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virtual machine, accesses the data stored on local disk using normal file
I/O functions.

The Hadoop frameworks consist of two key component: the MapReduce
and the Hadoop Distributed File System (HDFS). The HDFS system
consists of the NameNode and the DataNode. The NameNode is the
master node on which the job tracker runs. It contains the metadata
(information about data blocks stored in DataNodes - the location, size
of the file, etc.). It maintains and manages the data blocks, which are
present on the DataNodes, where the actual data is stored. The DataNode
runs three main types of daemon: Read Block, Write Block, and Write-
Replicated Block. The NameNode and the DataNode maintain their own
logging format. Each node records events/activities related to reading,
writing, and the replication of HDFS data blocks.

DataNode3

Storage

DataNode2DataNode1

Block Management

NS1 NS2 NSn
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Figure 2: HDFS architecture.

The NameNode maintain the directory tree of all files in the file system
and keeps track of the data stored across the cluster. The HDFS clients
contact the NameNode in order to perform common file system operations,
such as open, close, rename, and delete. The NameNode does not store
data itself, but rather maintains a mapping between HDFS filename, a list
of blocks in the file, and the DataNode(s) on which those blocks are stored.
Each DataNode stores data as HDFS blocks (64MB to 512MB chunks of
a single logical file). Each data block is saved as a separate file in the
DataNode’s local file system, which uses a native file system like Ext4. The
data blocks are created or destroyed on DataNodes at the request of the
NameNode, which validates and processes requests from clients. Although
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NameNodes manage the namespace, clients communicate directly with
DataNodes to read or write data at the HDFS block level.

Figure 2 shows the architecture of a Hadoop cluster used for storage.
The user application requests Hadoop org.apache.hadoop.fs.FileSystem
class for reading and writing data. The NameNode decides where to put
each block using the block placement policy. The NameNode stores the
file system namespace in memory for fast access. The DataNodes store the
actual file blocks and are responsible for serving read and write requests
from clients.

NameNode

…

editlog
fsimage

User

add “test.txt”

test.txt

Figure 3: Namenode updates editlog and fsimage.

The NameNode metadata represents the structure of HDFS directories
and files in a tree. It also includes the various attributes of directories and
files, such as ownership, permissions, quotas, and replication factor. HDFS
metadata is divided into two categories of files as shown in figure 3 fsimage:
A fsimage file is an image that contains the complete state of the file system
in HDFS at a point in time. Every file system modification is assigned a
unique, monotonically increasing transaction ID. editlog: âĂŞ An edits
file is a log that maintains changes (file creation, deletion or modification)
that were made in the file system after the most recent fsimage. Metadata
contains all the storage level (block management) information. These
documents include information related to the file’s block locations on the
DataNodes. In addition to keeping track of data blocks, the NameNode
manages information related to the data provenance.

The HDFS is designed to provide high sequential access throughput
and fault tolerant storage on low-cost commodity hardware. HDFS aims
to support WORM (write-once-read-many) type of workloads with large
datasets in contrast with traditional POSIX (Portable Operating System
Interface) distributed file systems. Distributed file systems tend to provide
similar consistency as a POSIX model [12]. However, HDFS provide
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a consistency level weaker than POSIX. For example, HDFS does not
provide a solution to append and update on existing blocks. Similar to
POSIX file systems, HDFS represents both files and directories as inodes
in the metadata. Directory inodes contain a list of files inodes, and file
inodes consist of a number of blocks stored in different DataNodes. A
block is replicated on a number of different DataNodes (default=3).

2.2 Apache Common:

Apache Common10 is an open source project by Apache Software Founda-
tion. It consists of a set of common utility libraries needed by the Hadoop
framework and modules. It has native shared libraries that are used for
common I/O operations and is include in Java implementations for I/O
utilities, logging, compression codecs, and error detection. It also includes
interfaces and tools for configuration, authentication, data confidential-
ity, service-level authorization, and the Hadoop Key Management Server
(KMS).

2.3 Fourth Extended Filesystem (Ext4):

Ext4 is the evolution of Ext3. It is a journaling file system for Linux.
It provides backward compatibility extensions to Ext3, and it divides
a storage media into an array of logical blocks to reduce bookkeeping
overhead and to increase throughput by forcing larger transfer sizes. It
supports large file system volume with size up to 1 exbibyte (EiB) and
files with size up to 16 tebibytes (TiB).

3 Approach

We introduce secure deletion, a holistic framework that propagates file
information to the block management layer through a communication path
so that file deletion can be honored throughout the data path. Our system
includes the following steps:

• The HDFS client specifies which files or directories are to be deleted.

• Tracking the information across different storage layers via a block
management module and checkerNode.

10https://commons.apache.org/
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• Enforcing secure deletion.

• Exploiting data-block consistency between different DataNodes and
metadata for verification.

NameNode

DataNode 1 DataNode 2 DataNode 3 DataNode 4

CheckerNode
metadata
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summary report

Figure 4: CheckerNode checks periodically with NameNode and DataNode.

Our framework consists of the CheckerNode that interacts with the
NameNode at periodic intervals. They are set at a default of 2 minutes,
but the user can reconfigure it. Figure 4, consists of the CheckerNode that
receives summary reports from the DataNodes and compares the block
stored in the DataNodes with the metadata in the NameNodes. If there a
mismatch block in a summary report when compared with metadata, the
CheckerNode sends the delete command to delete the inconsistent block
and at the same time it informs the user about the hardware component
containing that block.

In figure 5, the user stored a file Test.txt of size 248MB. The block
size on each DataNodes is configured to be 128MB, so the file test.txt is
stored in two blocks; B1 and B2 in three DataNodes (D1, D2, D3). The
NameNode contains the block storage information. When the user sends
the secureDelete command, the file block is overwritten and replaced with
a random pattern and the memory location is released. In the meantime,
checkerNode daemon is called, and it checks for inconsistent blocks present
in any of the DataNodes. In figure 5, DataNode 3 consists of blocks B4
and B5, whose entries are not present in the metadata. The checkerNode
gets all the information from DataNodes, and it finds blocks B4 and B5 are
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not present in the metadata. The checkerNode sends a delete command
(delete[B4,B5]) to delete the block from the DataNode.

NameNode

B1 B2

DataNode 1

B1 B2

DataNode 2

B1 B2

B4 B5

DataNode 3

Block1 DN1,DN2,DN3

Block2 DN1,DN2,DN3

Metadata

FSClient

SecureDelete

Delete(B
1,B

2)

Delete(B1,B2)

B1

Test.txt 248MB

B2 Block2 120MB

Block1 128MB

checkerNode

report(B1,B2,B4,B5
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Figure 5: Secure Deletion command sent through HDFS client.

The chunk of blocks are stored as a file in the file system, and the data
content of a file is deleted via its truncate function. This process involves
updating the inode to set the file size to zero, removing the pointers to
data blocks, overwriting the data blocks with a random pattern and freeing
up the blocks for reuse. Multiple rounds of truncation may be required to
securely delete the contents of a large file as suggested by Gutmann [29].
When a file is deleted in file systems including HDFS, only the reference
to that data, called a pointer, is deleted but the data itself remains. In
the FAT file system, for example, when a file is deleted the files directory
entry is changed to reflect that the space occupied by data, and the data
occupies is then unallocated. The first character of a file name is switched
with a marker. The actual file data is still left unchanged. In the file
system, the data traces are still present with an exception of overwriting
with a random data [27]. Similarly, in HDFS, when a file is deleted, only
the pointer to the file on the DataNode is deleted. The data remains
unchanged in the memory location of the DataNode until that data is
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overwritten.
Our approach for secure deletion is tools open the file from the user-

space and overwrite its contents with a random pattern (e.g., all 1s and 0s
or all zeros). The file is stored as a chunk of blocks in HDFS. Later, when
the file is unlinked, only the content of most recent version is stored on the
disk. To combat analog remnants, overwriting can be performed multiple
times as proposed by Gutmann [29] but with at least one pass of random
data. The overwrite function will update the edit logs and fs image
information in the NameNodes. It overwrites the block attributes, such as
the file’s size, and access times. The framework relies on the NameNode
metadata: each file block is stored at known locations pointed by the
NameNode metadata, and when the file block is updated, all older versions
are replaced with the new version. If the NameNode metadata fails to
point the actual block location, the checkerNode will fix that issue.

HDFS

EXT 3/4

User Space

Kernel

root ext4_inodeheader

index nodeextent 
index

disk blocks

Figure 6: Structure of ext4 inode which stores hdfs data blocks.

Each block of data is treated as a separate file in the file system. It is
stored above Ext4[24] in the latest version of Linux as shown in Figure 6.
It uses an indirect block to index data blocks. Ext4 needs to pass through
an extra level of indirect nodes to access data blocks as shown in Figure
6. Each HDFS data block is treated as a normal file by Ext4 and it is
represented by inode. In a nutshell, a file’s inode number can be found
using ls -i command. An inode is the data structure that describes the
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metadata of files and is composed of several fields such as ownership, size,
modify time, mode, link count and data block pointers. When a user calls
secureDelete command, the overwrite daemon is called. The overwrite
function traces the location of the files where all the blocks are stored.
The larger files are represented by the chunk of blocks located at different
DataNodes. Each DataNode has a secure delete daemon which is triggered
by a checkerNode.

OXO1 OXO1

OXOO OXO1

OXOO OXO0

OXO1 OXO1

OXFF

OXFF

OXFF

OXFF

OXFF

Overwrite DeleteData Blocks

File

Figure 7: Process of overwrite and delete method.

Figure 7 shows the process of 1s and 0s overwrite and deletion in the
memory location of the blocks. Overwrite is a deletion method that
overwrites memory with the combination of 0x00 and 0x01 so that the
original data can be securely deleted. In this paper, we introduced the
model in which the whole block of data is overwritten and deleted. In
contrast, entire data is deleted from the block. However, if some valid
data remains in the block and is useful for other operations the data needs
to move to another block, so it does not need additional computation
(read/write). In order to minimize cost disk I/O, the entire blocks are
overwritten, and the memory locations are released.

Figure 8 shows secure deletion process in Ext4. The client invokes
getblockLocation(file) to get all the block locations of the files through
NameNode. With the help of Java API, the client creates a TCP connection
to the DataNodes to run overwrite daemon. Now, the daemon gets inode
information and underlying block location from each block. A single data
block is divided into smaller blocks whose metadata is maintained by the
inode. The daemon opens the block in overwrite mode and loads the
block with a random pattern of 1s and 0s. After the overwriting operation
is completed, the daemon deletes command to release all the memory
location occupied by the data blocks.
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NameNode
Block Mgmt.checkerNode Dameon

getBlockLocation(file)

DN1(B1), DN2(B1)

OpenBlock(B1)

Ext4(Inode) block in sectors

Deleted(B1)

UpdateInode

Disk

OpenBlock(B1)

UpdateRandom(b1,b2,b3)

Success

DataNode1
DataNode2

DataNode3

Locate(b1,b2,b3)

Figure 8: The sequence diagram shows how the update process is done in the data
blocks of ext4 file system.

4 Result

Setup: Our cluster is comprised of 4 nodes with Ubuntu 14.04 Trusty Tahr,
one node each for Namenode, and Secondary Namenode. The remaining
3 nodes act as DataNodes, and Task Trackers. All nodes have an Intel
two-core 2.13GHz processor, 2 GB of DDR-2 RAM, 160 GigaBytes storage.
Experiments were conducted using Hadoop-2.7.1 Apache releases. Our
default HDFS configuration had a block size of 128 MB and a replication
factor of 2.

In this section, we highlight the inconsistency issue during data deletion
in information security assessment for HDFS. Our approach provides a
plugin for HDFS, which is developed with several test scenarios that allow
us to strategically track undeleted data within HDFS to investigate vulner-
ability and risk assessment. In this section, we test our data consistency
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in all DataNodes and allow users to delete sensitive information from
non-classified Hadoop Distributed File System (HDFS).

4.1 Data Consistency

At the system storage level, the NameNode provides commands that allow
us to collect the location of file blocks in the system and their ID from
its system log files. But there is no such command in Hadoop that can
provide a report of undeleted data. Therefore, we introduced checkerNode
that contains information about undeleted data traces and deletes those
unsynchronized data. The checkerNode also helps in secureDeletion by
establishing TCP connection with different DataNodes and executing a
delete daemon in each DataNode.

Figure 9: CheckerNode report with 5 blocks still present in one of the DataNode after
deletion.

For example, HDFS client uploads 580 MB of data in the cluster, which
has a replication factor of 2 and block size of 128MB. The total number
of blocks used to store the data is 5. Our cluster has 3 DataNodes; DN1,
DN2, and DN3. The DataNodes DN1 and DN2 are used to store all
the blocks and its replication. After a while, DN2 is down. Now, data
is replicated in DN3. A user sends the delete command. The data is
deleted from node DN1 and DN3 along with its metadata information.
After an hour, DN2 is back, and it contains the actual data blocks. The
metadata in the NameNode does not have the information about the
file anymore, so it is treated as deleted. Perhaps, still sensitive data is
present in DataNode DN2 which is tracked by checkerNode in Figure 9.
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The secure deletion framework runs the checkerNode daemon which now
deletes this unsynchronized data in DataNode DN2. When the user sends
delete command, the checkerNode sends the report that the data is still
in the DN2.

4.2 Secure Deletion

Several steps are taken for the analysis phase to prepare the forensic
environment. The first step is to attach a network-attached storage (NAS),
or other large-scale storage solutions such as a cloud environment. The
analysis is performed on the logical files or forensic images, with the focus
being on extracting and collecting metadata information for different blocks.
The method used for analyzing HDFS data is data carving techniques
[8]. Data carving techniques frequently occur in a digital investigation
when unallocated file system space is analyzed to extract files. The files
are ’carved’ from the unallocated space using file type-specific header and
footer values. File system structures are not used during the process [23].
Simply stated, file carving is the process of extracting the strips of data
from a greater storage space. Digital forensics examiners commonly look
for data remnants in unallocated file system space. Beek et al. [16] wrote
a white paper explaining data carving concepts in which it referred to
several data carving tools were referred to. In the paper, Beek et al. also
explained the difference between data carving and data recovery. Data
recovery is the carving of data based on the file system structure, which
would not be useful in a system format. Further, the file system used to
retrieve data is not important to the data retrieval process. In the case
examined by our research, we are dependent on the HDFS to identify the
nodes that need to be carved.

The framework consists of commands that are used by the client for
tracking the distributed undeleted blocks and secure deletion of the content
in HDFS and are listed in table 4.1:

The NameNode is used to locate where and how a file is distributed
within the DataNodes. There are other related components involved in
deleting the sensitive information such as the trash folder and fs image
which captures the state of data stored within the DataNodes. Using
forensic tools such as Forensic ToolKit (FTK) [1], EnCase [5] and Autopsy
[3], the deleted data can be recovered as shown in Figure 10.

When a file is stored in HDFS, the NameNode maintains the metadata
and the DataNode stores the actual data blocks. The disk image of each
DataNode is created using the dd command in Linux. The single data
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Table 4.1: List of commands for secure deletion.

Command Info

getBlockLocation

blk1073751858
Host [datanode1, datanode2,

datanode3]

getUndeletedBlock
blk1073751851 in datanode3
blk1073751852 in datanode1

rmr deleted blk1073751858

secureDelete
Overwrite blk1073751858
Deleted blk1073751858

randPattern 1010101010111100110101

Put
Added blk1073751858 len=8615342 repl=3

[datanode1, datanode2, datanode3]

blocks in each DataNode is stored into multiple blocks where the metadata
is maintained by inode. Figure 10 shows the block blk 107374189 which
is stored in different subblocks whose information is maintained by inode
(7925760,7925761,7925762,7925763, and 7925764 ) in the disk sectors.
The process for extracting HDFS data from a forensic image has several
steps:

• Identify the location of the data in the DataNode.

• Locate the blocks and files in the operating system.

• Analyze the data blocks to identify the relevant files and its content.

• Extract the data into a file for analysis.

The location of the data in the DataNode is located in hdfs-site.xml file.
In the Autopsy tool, we collected the image of the disk and analyzed it.
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Figure 10: Autopsy shows the deleted block with its associated inode and subblocks
information in Ext4 filesystem.

Figure 11: Autopsy shows all the deleted blocks from one of the DataNodes.

The Autopsy tool has capabilities to allow raw disk images to be loaded
and processed as a normal file system.. The tool allows data blocks to be
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recovered from the disk image in two ways: 1) navigate to the standard
directories where HDFS data is stored, 2) run a keyword search for hdfs-
site.xml and sort the results by filename for that file. The entry with the
red color in Figure 11 recovers the deleted data block from DataNode
1. The files with the .meta file extension contains checksum information
that is used by HDFS to verify the integrity of data blocks. The files
without an extension are the actual data blocks, which contain sensitive
information. The next step is to analyze the content of the files using a
hex editor.

Figure 12: Autopsy recovers the deleted blocks from one of the DataNodes.

The secureDelete command issues overwrite and delete commands. The
first phase of the secure delete command is an overwrite process, the
framework gets all the block locations from the NameNode metadata.
Now, it opens the block in write mode using the FSDataInputStream
pointer. The pointer is moved to the beginning of the file and the actual
content of the file is replaced with a random pattern of 1s and 0s. Figure
12 shows that the actual content of test.txt is replaced with 1s and 0s.

4.3 Execution Time

In this section, we analyze the data deletion costs of the HDFS using
techniques like overwriting and deleting. We used a random pattern of
1s and 0s for an overwriting method. The cost of overwriting is slightly
higher than of an ordinary write process in HDFS because the blocks need
to be relocated using metadata information from the NameNode. As a
result, the data deletion cost of multiple blocks can be written as:

Costw = NdeletedBlocks ∗ (Tw + Tmetar) (4.1)

Where, NdeletedBlocks is the number of blocks deleted, Tw is the overwrite
time for the blocks, and Tmetar is read time of the metadata from the
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NameNode. The equation 4.1 indicates the cost of overwriting is directly
proportional to the number of blocks to be deleted. But writing and reading
time depends on the commodity hardware and network throughput. Let
us assume that K is the constant for hardware and network throughput;
the final equation is:

Costw = K ∗ (NdeletedBlocks ∗ (Tw + Tmetar)) (4.2)

Equation 4.2 refers to execution time in each DataNodes. Our method
follows a write-then-erase technique. The cost of overwriting also depends
on the size of blocks and the number of overwrites. The cost of deletion is
indirectly proportional to the block size. Equation 4.2 can be written as:

Costw = K ∗Npass ∗ (NdeletedBlocks ∗ (Tw + Tmetar)) (4.3)

Costw ∝ (1/Sblocks) where, Sblocks is size of blocks (64-512 MB) depend on
configuration and Npass number of overwrite process. Figure 13 indicates
the block size has very less effect on the execution time and thus in cost.

Equation 4.3 depends on the distribution of the data as well. Let
Tcap be the total capacity of a disk in a node and Tused be the total
used space. Therefore the ideal storage on each volume/disk should be
Istorage = Tcap/Tused. The volume of data density is the difference between
the ideal storage and the current DFS used ratio, in other words volume
data density for one node is DDvolume = Istorage − dfsUsedRatio, where
DDvolume is volume of data density. A positive value of DDvolume indicates
that the disk is underutilized and a negative indicates that the disk is
over-utilized. Now, we can calculate the data distribution around the
data center. This is done by computing nodes with maximum skew from
Istorage values, for which we sum up all the absolute values of DDvolume.
The node data density is calculated as: nodeDD =

∑
diεDDvolume(I) |di|

[4], where nodeDD is the node data density. Lower nodeDD indicates a
uniform distributed and higher values indicate a more skewed distribution.
Now, the total cost considering the data distribution around the node
looks as follows:

Costw =
K ∗Npass ∗ (NdeletedBlocks ∗ (Tw + Tmetar))∑

diεDDvolume(I) |di|
(4.4)

In Figure 13, we assumed the number of overwrite process was 1 i.e
(Npass = 1). Larger blocks offer several advantages over smaller blocks.
It reduces the number of interactions with NameNode and also reduces
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a size of metadata that needs to be stored in the NameNode. It reduces
extra network overheads by keeping a persistent TCP connection to the
DataNode. In Figure 13, the execution time for writing and deleting the
larger blocks is almost similar to deleting smaller blocks. However, HDFS
blocks are larger in comparison to disk blocks, because they minimize the
cost of seeks. Thus, in our case, all the interaction of deletion is done
through a checkerNode. The checkerNode sends the delete command, and
the rest is handled by overwriting daemon in each node. The overwrite
daemon reads the metadata from inodes. It does not need to make a
connection with NameNode or checkerNode. Thus, it reduces the extra
network overhead and boosts the performance of the deletion operation.
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Figure 13: Secure deletion execution time: Block size does not has much effect in
execution time.

5 Conclusion

Secure deletion is an important technique to prevent data leakage. People
are unaware of the fact that data can be recovered even after they are

111



References Paper III

deleted from the storage device. However, we showed that data can be
recovered using digital forensic tools.

We proposed a hybrid scheme of overwriting and deleting for secure
deletion in HDFS. The default overwrite operation in Hadoop does not
overwrite, it simply creates a new data block which writes data to a new
location while the original data still exists. There is no actual overwrite
method existing in Hadoop that could overwrite the memory location. In
our proposed approach, we overwrote the memory location with a random
pattern of 1s and 0s and released the memory location after the operation
so that memory could be reused. We also introduced a checkerNode that
tracks undeleted data blocks and deletes it. The framework provides the
location of the undeleted blocks and failure components where the block
is stored. Further, our framework allows Hadoop to integrate more easily
into existing high-performance computing environments, where alternate
distributed file systems are already present.
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Abstract:
Cloud computing has become increasingly popular, which has led
many individuals and organizations towards cloud storage systems.
This move is motivated by benefits such as shared storage, com-
putation and, transparent service among a massive number of
users. However, cloud-computing systems require the maintenance
of complex and large-scale systems with practically unavoidable
runtime problems caused by hardware and software faults. Large
systems are very complex due to heterogeneity, dynamicity, scalabil-
ity, hidden complexity, and time limitations. This paper proposes
a scalable model for automatic anomaly detection on a large sys-
tem like a cloud. The anomaly detection process is capable of
issuing a correct early warning of unusual behavior in dynamic
environments after learning the system characteristic of normal
operation. In this paper, we propose an adaptive anomaly detec-
tion mechanism, which investigates principal components of the
performance metrics. It transforms the performance metrics into
a low-rank matrix and calculates the orthogonal distance using
the Robust PCA algorithm. The proposed model updates itself
recursively, while learning and adjusting the new threshold value,
to minimize reconstruction errors. This paper also investigates
robust principal component analysis in distributed environments
using Apache Spark as the underlying framework. It specifically
addresses cases in which normal operation might exhibit multiple
hidden modes. The accuracy and sensitivity of the model were
tested on Amazon CloudWatch datasets, and Yahoo! datasets.
The model achieved an accuracy of 88.54%.
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1 Introduction

Cloud computing is becoming increasingly pervasive and trending to be
complicated. For the systems of this massive scale, reliability becomes a
major concern for the system administrator who manages servers. Automa-
tion is needed to monitor such a large system. This requires monitoring to
gain insights into the operation of the hardware, systems, and applications
running in the cloud. Monitoring the system is the key to track system
behavior and detect unusual behavior. Anomalies are identified as unusual
behavior based on performance issues, failures (hardware or software),
and configuration issues. An anomaly can cause unexpected behavior and
result in reduced efficiency or even downtime of the data center. Current
data centers use thousands of virtual machines that require dynamic re-
source scheduling to operate efficiently and cost-effectively. These data
centers need to meet the changing demand for various resources like CPU
and memory. A scheduler must allocate or re-allocate these resources
dynamically. Therefore, knowing the resource utilization helps detect un-
usual behavior. In other words, it is critical to monitor the server metrics
(e.g., latency, CPU, memory, disk I/O), represented by a time series, for
any unusual behavior. Early detection of unusual behavior of performance
metrics is critical to take preemptive action to protect users and provide a
better user-experience.

The performance data generated by these data centers is unstructured,
of high velocity, and a high volume that needs to be processed in an efficient
way. Moreover, the high volume needs to be handled with ease and in a
scalable manner. Scalability is a major requirement and a problem for
most anomaly detection tools. Popular Big Data frameworks like Hadoop
[16], MapReduce [31], HBase [21], Apache Spark 11, etc. address the
scalability issue. Apache Spark performs in-memory computation and has
an advanced DAG (Directed Acyclic Graph). Spark is 100 times faster
than MapReduce in memory and 10 times faster on disk [1].

In this paper, we propose a self-adaptive anomaly detection method to
detect unusual behavior. Our method analyzes the log files and calculates
reconstruction errors that adjust the threshold value, which helps to
detect anomalies accurately. Our method consists of 5 steps: (1) pre-
processing, (2) metric collection (3) feature extraction, (4) prediction, and
(5) anomaly detection. We introduce an efficient and distributed anomaly
detection algorithm that uses mild assumptions at uncorrupted points.

11https://spark.apache.org/
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The algorithm recovers the optimal low-dimensional subspace and identifies
the corrupted points. Our technique employs matrix decomposition using
SVD (Singular Value Decomposition). The PCA is transformed into
a low-rank approximation to data matrix using the lower dimensional
approximating subspace via SVD. The anomalous data are normally with
a higher magnitude and variance in the projection plane. The evaluation
of our model is done with data collected from Amazon CloudWatch, which
consists of five different geo-located datacenters and many thousands of
jobs and tasks. The accuracy of the model is calculated using precision
and recall metrics. Our model achieves an accuracy of 87.24% when tested
on Yahoo! time-series datasets [5], and an accuracy of 88.54% on Amazon
CloudWatch server metrics.

1.1 Our Contribution

We propose a real-time and self-adaptive anomaly detection technique
in a distributed environment using Spark as an underlying framework
to detect anomalies in the cloud infrastructure. An adaptive algorithm
is introduced, which uses reconstruction errors to determine the sample
size and update the threshold value. The accuracy of our methodology
is evaluated using AWS CloudWatch server metrics and Yahoo! anomaly
datasets.

1.2 Related Work

Most of the monitoring tools in a data center use a fixed threshold technique
to detect anomalies. Principal Component Analysis (PCA) has been used
in many research work on anomaly detection [39], [37]. Our work is mainly
based on the work done on KDD 99 datasets [39], for which the authors
proposed and successfully employed a PCA based classifier, to filter out
anomalies in a 34-dimensional connection record dataset. This method was
used in the KDD Cup 1999 [3] - a classifier learning context. Furthermore,
the authors took a first step forward towards robust approach for their
detector. The major drawback of the approach is the feature engineering,
which compiled features of KDD datasets that are hardly available in
real-life. There are other traditional techniques to detect anomalies, which
are used to monitor cloud infrastructures. These include threshold-based,
statistical, and entropy-based techniques. MASF [42] is a threshold-based
technique that operates on the hourly, daily or weekly data segments.
However, this technique compromised on accuracy and false alarm rates.
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Entropy-based Anomaly testing (EbAT) [29] is a novel technique for
detecting anomalies in cloud computing systems and analyzes a metric’s
distribution. Many studies were done on anomaly detection, and they are
typically based on statistical techniques [38], [24], [27], [33]. Unfortunately,
most of these are not scalable and cannot operate at the scale needed
for future data center and cloud computing. Moreover, most of them are
fixed threshold techniques and require prior knowledge about applications
and service implementations. In addition, a few of them deal only with a
particular problem at specific levels of abstraction.

Pandeeswari et al [7] proposes a mixture of Fuzzy C-Means clustering al-
gorithm and Artificial Neural Network (FCM-ANN) for anomaly detection
in the cloud environment and also compare with Naive Bayes classifier and
Classic ANN. Auto-regression(AR) based statistical methods for online
monitoring time-series data to detect anomalies for applications running on
networked cloud systems [6]. However, the evaluation of this approach is
done on DARPA’s KDD cup dataset 1999 [3] that does not match current
cloud infrastructures. Yu et al [15] has proposed a scalable approach to
anomaly detection based on hierarchical grouping and a non-parametric
diagnostic mechanism using Hadoop and MapReduce. Similarly, Gupta
et al. [14] used Hadoop to convert logs into time-series and applied data
mining technique to extract anomalies. Their approaches achieve scalabil-
ity, but are not readily extensible for real-time processing. Additionally,
their approach deals with particular types of problems. Apache Spark,
being faster than MapReduce, has been used as an underlying framework
for our approach.

The proposed technique is distributed, scalable, and adaptive in nature.
Moreover, it improves over time as it learns about the workload charac-
teristics that enhances accuracy and reduces the number of false alarms.
It is scalable, i.e. it meets the requirement of future data centers, and it
can process the massive amount of logs. In our study, we investigate a
five-step method, including prediction, classification, and RPCA (Robust
Principal Component Analysis) for feature extraction to find anomalies.

1.3 Paper Structure

Section II gives an overview of the background. Section III introduces the
design and approach. Section IV evaluates our algorithm and presents the
results. Section V concludes the paper.
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2 BACKGROUND

2.1 Robust PCA (Principal Component Analysis):

PCA is a linear transformation that maps a given set of data points into new
axis (i.e. principal components). It is used in the dimensional reduction
technique. In the classical PCA, the eigenvectors and eigenvalues [45] are
calculated from the sample covariance matrix using Euclidean distances
between sample data points [36]. In RPCA, robust covariance estimation
is used for eigen decompositions. The decomposition of a low-rank matrix
from a set of observations with gross sparse errors is known as robust
principal component analysis (RPCA) [18]. The robust PCs represent the
data effectively in a lower-dimensional space. The anomalies are detected in
this lower-dimensional space using distance measured; orthogonal distance,
which is the distance of an observation to the PCA space. It has many
applications in computer vision, image processing, and data ranking. In
addition, if the observed data has been contaminated by a dense noise in
addition to gross sparse errors, RPCA is used to get a low-rank matrix.

2.2 Spark:

Apache Spark 12 is an open-source distributed framework that has recently
become popular for data analytics. Similar to Hadoop, it is fault-tolerant
and supports distributed computation systems to process fast and large
streams of data. It uses Hadoop distributed file system to store and
read data. It provides in-memory cluster computing that allows user to
load data into a cluster’s memory, which in turn makes it perform up
to 100 times faster than Hadoop MapReduce. Apache Spark introduced
the concept of Resilient Distributed Datasets (RDD) [17], which is a
distributed memory abstraction that allows in-memory computation on
large distributed clusters with high fault-tolerance [11]. It enables efficient
data reuse that lets users explicitly persist intermediate results in memory.
RDDs are a good fit for many parallel applications. RDDs is used in
iterative in-memory operations where data is read multiple times and
manipulated using a rich set of operators. [1].

12Apache Spark; [http://spark.apache.org/]
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2.3 Hadoop:

Hadoop 13 [16] is an open-source framework for distributed storage and
data-intensive processing, first developed by Yahoo! 14. It consisted of
two core projects: Hadoop Distributed File System (HDFS) [25] and
MapReduce programming model [31]. HDFS is a distributed file system
that splits and stores data on nodes throughout a cluster, with a number
of replicas. It provides an extremely reliable, fault-tolerant, consistent,
efficient and cost-effective way to store a large amount of data. The
MapReduce model consists of two key functions: Mapper and Reducer.
The Mapper processes input data splits in parallel through different map
tasks and sends sorted, shuffled outputs to the Reducers that in turn
groups and processes them using a reduce task for each group [8] [10].

3 APPROACH

To improve efficiency of cloud platforms, it is necessary to provide a high
degree of transparency in the production systems that has a capability
of horizontal scaling. Data from Amazon CloudWatch 15 is collected and
stored in OpenTSDB 16 in a real-time. Figure 1 shows the steps involved
in the metrics collection from Amazon CloudWatch into OpenTSDB.
Different instances of Amazon EC2 services with various geo-locations are
created, and different user applications are simulated on these instances.
Amazon CloudWatch collects all the server metrics and sends them to
OpenTSDB in near real-time. The data are loaded into our RSPCA model,
which detects unusual patterns and alerts the user. The figure depicts
the entire data collection pipeline starting from Amazon CloudWatch to
the anomaly detection model. Different metrics received are staged in
realtime, and then written to a queue (Apache Kafka 17) for real-time using
spark streaming as well as to OpenTSDB/HBase for longer-term storage.
The anomaly detection model (RSPCA) consumes the dataâĂŤeither in
real-time (Apache Kafka) or in batch (HBase). The overall architecture of
the system follows lambda architecture 18.

13Hadoop; [http://hadoop.apache.org/]
14Yahoo! Developer Network, (2014), Hadoop at Yahoo!,

[http://developer.yahoo.com/hadoop/]
15https://github.com/prelert/engine-python
16http://opentsdb.net/
17https://kafka.apache.org/
18http://lambda-architecture.net/
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Figure 1: AWS CloudWatch metrics are collected and stored in OpenTSDB from
Amazon CloudWatch, in real-time

We choose Spark streaming for real-time data and Spark for batch layer
(see Fig. 1). The system reads the data from HBase in the batch layer. The
batch jobs runs at a regular interval that computes and update the sample
for our model. Spark Streaming is used for processing data streams that
it receives directly from Amazon CloudWatch. The batch layer perform
feature extraction and send to the model that detect anomalies and at
the same time it update the sample from batch layer.The detailed steps of
our model are explained later in this section.

Figure 2 illustrates the CPU and memory utilization of the tasks in
Amazon CloudWatch. The data are sampled every second and collected
over a period of 10 hours. Each task consumes different amounts of memory
and CPU. However, there is a trend in the behavior of memory and CPU
utilization. Any trends and periodicity in the graphs are detected using
Fast Fourier Transformation [44]. An anomalous segment is identified when
an application cannot explain the observed CPU and memory utilization.
This may happen due to an unknown background process that consumes
CPU and memory resources either at a constant rate or randomly. It is
important to detect and filter out such events. Any unusual event also
provides insight into different problems with the possibility to correct
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Figure 2: CPU and memory-utilization time-series of AWS CloudWatch.
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Figure 3: Steps involved in anomaly detection.

Our approach involves several important steps: pre-processing, metric
collection, feature extraction, error rate calculation, and anomaly detection.
Anomaly detection alone also is done in several steps - see Figure 3. The
first step is the aggregation of log files and their storage in OpenTSDB.
The log files are pre-processed into a form that can be read with our model.
Different types of metrics are collected using the log files, e.g., for this paper,
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we collected resource utilization (CPU utilization, memory utilization, and
disk I/O). Pre-processing steps were performed for each type of metric.
First, trends (seasonal, cyclic, and trend) on each metric were extracted
using Fourier transformation and time series decomposition [32]. Each
metric is then converted to a data matrix and decomposed to a low-rank
representation using Singular Value Decomposition (SVD). Robust PCA
is used to separate outlier and low-rank representations from the original
data. An adaptive technique uses the mean reconstruction error as a
measure to determine the update threshold value. A predefined threshold
δ is used to determine when an update is required. If the value is greater
than the threshold value (δ), it is compared with detected anomalies, and
the threshold value for anomalies is updated. The steps involved in the
anomaly detection are:

Pre-processing data: The log data from each cloud instances are pre-
processed into a form that is suitable for the model. Each sample value
is transformed into a normalized form by dividing the sample value by
the mean of all samples. After normalization has been completed, the
normalized sample values are binned with each other. For example, CPU
and memory are binned together for the same time interval. This produces
a vector result, e.g. at time t : Et =< Ct,Mt >, where Ct is the CPU
utilization at time t and Mt is the Memory utilization at time t.

Metrics collection and selection: There are different metrics available
in the data, and it is hard to identify all metrics, it is necessary to select
an optimal subset of metrics. We collect a uniform set of metrics from
the nodes and concatenate them into one matrix, X. In this paper, we
collected several metrics from the data center, including CPU, memory,
disk I/O, and page cache. For example, there might be a memory leakage
that may affect the CPU utilization rate and other resources in the system.
To detect an anomaly, we collected the traces from AWS CloudWatch âĂŞ
see Table 4.1.

Feature extraction: The time series Xt might consist of three compo-
nents: a seasonal component, a trend-cycle component, and a remainder
component. The time series is often decomposed into 3 sub-time series:

• Seasonal : patterns that repeat with a constant period. For example,
weather data have seasonality, and every winter and summer there
is a similar pattern of temperature. The Fast Fourier Transform
is a good tool to detect seasonality if enough historical data are
provided.
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Table 4.1: List of collected metrics.

Index Metric

1 CPU rate

2 Canonical memory usage

3 Assigned memory usage

4 Unmapped page cache

5 Total page cache

6 Maximum memory usage

7 Disk I/O time

8 Local disk space usage

9 Maximum CPU rate

10 Maximum disk I/O time

• Trend : the underlying trend or pattern of the metrics. For example,
a stock-market trend, whichhas up or down patterns of stocks.

• Random : (noise or irregular) is the residual of a time series after
allocation into the seasonal and trends time series. This is an error
term to determine if a time-series contains an anomaly. It is a
remainder from the trend and the seasonality, which is an error
term.

For example, in an additive model, the time series can be written as

Xt = St + Tt + Et (4.1)

where Xt is the time series at period t, St is the periodically component
at period t, Tt is the trend-cycle component at period t and Et is the
remainder (irregular or error) component at period t.

Anomaly detection: We need to predict consumption to detect unusual
behavior in the resource utilization of large-scale distributed systems such
as cloud computing and data centers. Let Xt be the vector that represents
the measurement of CPU usage at time t. The data center consists of a
large number of nodes (n is large), and a vector is represented as vector Xn.
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We use principal component analysis to identify the resource usage patterns,
and then conduct a prediction on a subset of these principal components.
PCA is a popular statistical technique for data analysis and dimensionality
reduction. However, it is fragile with respect to the corrupted input data
matrix, which often threatens its validity. A corrupted entry in X could
render the estimated low-rank representation L′ very different from the true
low-rank representation L. PCA uses the Singular Value Decomposition
(SVD) to find low-rank representations of the data. The robust version of
PCA, RPCA, identifies a low-rank representation, random noise, and a
set of outliers by repeatedly calculating the SVD and applying thresholds
to the singular values as well as an error for each iteration. A matrix
decomposition algorithm decomposes the input matrix X into the sum of
three parts X = L+ S +E using Robust Principal Component Pursuit
[28]. Where, L is a low-rank representation matrix illustrating a smooth
X, S is a sparse matrix containing corrupted data, and E is noise. If a
matrix X consists of trends, we represent the trend in each column. For
example, weekly seasonality would be where each row is a day of a week,
and one column is one full week.

The low-rank matrix L is calculated using the SVD of X and using
a threshold as the singular value [4]. This approach allows us to detect
multiple anomalies simultaneously, which makes the method more robust.
There are many techniques available for anomaly detection, but most of
them e.g. regression and moving averages (ARIMA), are not robust when
two or more different types of anomalies are present.

In the conventional approach, the first principal component corresponds
to the projected observation with the largest variance. The accuracy of
the conventional approach depends on the estimation of the covariance
matrix from the data, which is very sensitive for unusual observations. We
assume a large data matrix X decomposes into L and S from the classical
PCA definition given in Equation 4.2:

X = L+ S (4.2)

where,

• L has a low-rank representation matrix.

• S is a sparse matrix.

• X is a data matrix.
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We denote a mxn data matrix as XεRmxn, Xi,j denotes the (i, j)th
entry of X. Singular value decomposition (SVD) is the most commonly
used tools for low-rank decomposition. SVD decomposes matrix L into
three factors: U , V , and S shown in equation 4.3:

Lk =
l∑

i=1

(SiUiV
T
i ) (4.3)

where,

• U is an m x m orthogonal matrix of the left singular vectors of X.

• V is an n x n orthogonal matrix of the right singular vector of X.

• S is the vector of singular values of X.

• l = min(m,n)

• K is 0 ≤ K ≤ rank(X)

Algorithm 2 Robust Outlier Detection Algorithm

1: Input X = {x1, x2, ..xn} . data matrix
2: Input e . Maximum number of outlier
3: Input δ . Pre-defined threshold
4: while not converged do
5: SVD:
6: L =

∑l
i=1(SiUiV

T
i )

7: S = argminS ‖E − S‖ , E = X − L . Calculate anomalies
8: if S > δ then
9: if S > y.predicted then

10: Update δ
11: end if
12: end if
13:

14: end while
15: return S,L . S = Anomalies, L = Low-rank approximation

In a general form, low-rank matrix representation can be written as in
equation 4.4

minL ‖X − L‖F (4.4)
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where, ‖.‖F is the Frobenius norm [43], L is the low-rank approximation
to X, and K is the maximal rank of L. L is solved with the help of the
following optimization problem in equation 4.5

min
L,S
‖L‖∗ + λ ‖S‖1

subj X = L+ S
(4.5)

where ‖‖∗ and ‖L‖1 are the nuclear norm and l1 norm, respectively, and
λ > 0 is a balanced parameter. The optimization problem in Equation 4.2
can be solved as a convex optimization problem [20]. However, this process
converges extremely slowly. It does not scale well for large matrices because
they maintain the high-order information. To overcome the scalability
problem, the first-order information is used [30]. By excluding the outliers
from the effort of low-rank approximation, we can ensure the reliability
of the estimated low-rank structure. The outlier presented in the sparse
matrix S contains significant variance that is calculated in the algorithm
2.

After the sample has been selected, the reconstruction error for the data
is calculated. The ratio of the mean reconstruction error of the training set
to the mean reconstruction error of the new sample is calculated. If σratio >
δ, then the current data is not well-represented by the current model. The
sample input is updated such that model can predict accurately.

4 EMPIRICAL EVALUATION

Setup: Our cluster is comprised of 6 nodes with Ubuntu 14.04: one node
for Namenode, Job Tracker, Zookeeper and second node for Secondary Na-
menode. The remaining 4 nodes act as Data Nodes, and Task Trackers. All
nodes have an AMD Opteron(TM) 4180 six-core 2.6GHz processor, 16 GB
of ECC DDR-2 RAM, 3x3 TeraBytes secondary storage and HP ProCurve
2650 switch. Experiments were conducted using Apache Spark, Hadoop-
0.20 releases, and OpenTSDB 2.2. Our default HDFS configuration had a
block size of 64 MB and the replication factor of 3.

The real scenario dataset comes from Google [22], Amazon, and Yahoo!
and it represents the various server metrics (e.g., memory usage, disk i/o,
CPU). The time series in the real dataset consists of malicious activities.
The detection techniques presented in this paper have been applied to
the real world scenarios, Amazon cloud, which generates CloudWatch
performance and events traces that are stored in HBase using OpenTSDB.

131



4. EMPIRICAL EVALUATION Paper IV

Moreover, the accuracy and sensitivity of the model are verified using
Yahoo! datasets [5] and AWS server metrics19. An example of AWS metric
includes CPU Utilization, and disk read bytes. Different kind of web
application was running on Amazon EC2 for which we collect monitoring
logs. When the CPU load is high, the CloudWatch stops responding.
Some of the incidents are unpredictable and unavoidable.

4.1 Anomaly Detection:
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Figure 4: Anomaly detection on CPU utilization: The red dot indicates anomaly, the
black line indicates original data (X), the orange line is random noise (E) and the blue
line represents low rank signal (L).

In this section, we analyze the data we collected from the real-world
production data centers during 29 days. Metrics such as CPU, disk I/O,
and memory utilization were sampled every second. We chose CPU usage,
disk I/O, and memory utilization to analyze the system behavior of the
data center workloads. The CPU usage is defined by CPU utilization and
IO wait ratio. It is also determined by the percentage of the time that a
CPU, which waits for outstanding disk I/O, requests. Memory usage is

19Amazon; http://aws.amazon.com
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defined as the percentage of memory used during CPU usage. In Figure 4,
shows the number of anomalies detected by the model. The Robust PCA
technique compares resource utilization with a lower and higher threshold
bound. When the utilization exceeds the higher bound, unusual behavior
is detected, and an “unusual activity” alarm is generated. The red dots
are anomalies detected using the threshold value [27].

The complete historical data from OpenTSDB is loaded into our model
to obtain the exact threshold value. From the historical trace, we calculate
the lower and upper threshold bound, which represents unusual behavior
outside the acceptable range. In other words, there is only about a 1%
chance to have outliers from a normally-distributed time-series [34].
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Figure 5: Memory usage anomaly detection: The red dot marks an anomaly, the black
line indicates original data (X), the orange line is random noise (E), and the blue line
represents a low rank signal (L).

Figure 5 illustrates memory-related anomaly detection. Like CPU
utilization, anomaly detection in memory usage uses a threshold. There
might be memory leakage in the system, which can lead to the detection
of unusual behavior. The upper bound is detected using the threshold
and the lower bound can be zero because the CPU can be in idle or sleep
mode. The acceptance range is between 0 to the threshold value.
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(a) Amazon EC2 number of request every 5 min.

(b) AWS CloudWatch network traffic in.

Figure 6: Several metrics in AWS CloudWatch; red dot in the graph is abnormal
behaviour. The accuracy of the overall system is 87%.
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(a) AWS CloudWatch disk read in bytes.

(b) CPU and memory request together in CloudWatch.

Figure 7: Several metrics in AWS CloudWatch; red dot in the graph is abnormal
behaviour. The accuracy of the overall system is 87%.
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Figure 6 and 7 shows the anomaly detection in the Amazon CloudWatch
data on different metrics. Figure 4.6(a) gives an overview of a number of
requests made from various user applications on Amazon region us-west-2b.
Similarly, Figure 4.6(b), 4.7(a) and 4.7(b) indicate abnormal behavior
detected on network traffic, disk read/write, and resource request (CPU
and memory) through CloudWatch logs.

4.2 Accuracy Test:

The models′ ability to precisely predict anomaly is evaluated by five metrics:
precision, recall, false positive rate, true positive rate, and F-measure.
These metrics are frequently used to evaluate the effectiveness of anomaly
detection and have been used in many relevant types of research [35]. Five
metrics are defined in table 4.2:

Table 4.2: Definition of the metrics.

Metric Definition

Precision p = TP/(TP + FP )

Recall r = TP/(TP + FN)

False positive rate fpr = FP/(FP + TN)

True positive rate tpr = TP/(TP + FN)

F-measure F = 2pr/(p+ r)

Higher precision ensures fewer false positive errors, while a model with
high recall ensures fewer false negative errors. An ideal failure prediction
model would achieve higher precision and recall value, i.e. precision =
recall = 1. However, both high recall and precision are difficult to achieve
at the same time. They are often inversely proportional to each other.
Improving recall in most cases lowers precision and vice-versa. F-measure
indicates whether the model is accurate or not. It ensures that both
precision and recall are reasonably high.
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Figure 8: Performance of the proposed anomaly detector.

Table 4.3: Evaluation Metrics

Description Value

No. of anomaly detected 13

Total No. of anomaly 15

Recall 0.80

Precision 0.85

Accuracy 87.24%

FPR 0.1

F-measure 0.86

The anomaly detection is verified on labeled time-series Yahoo! datasets
[5]. From the observation mentioned in Table 4.3, we used time-series for
1460 periods. In total, we have 1460 observations of which 13 anomalies
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events have been detected using the model defined above. The actual
number of anomaly present in the datasets is 15. The accuracy of the model
is 87.24%. True positives are anomalies, which are identified correctly, and
true negatives are anomalies that are not identified. Figure 8 shows the
performance of our anomaly detection approach. The algorithm achieves
a TPR of 73.3% and an FPR of 28.2%. The Area Under Curve (AUC) is
87.24%

4.3 Scalability test:

The technique proposed needs to be able to scale-out and efficient to cope
with massive amounts of data generated by large system. To perform the
evaluation, we vary the number of nodes (executors) and the volume of
the incoming data along with historical data. In this experiment, we use
two million time series of fixed-length (15GB), which were generated by
Amazon CloudWatch using simulator to produce real-world scenario.

Distributed and parallel processing is a key feature of data-intensive
applications. In order to evaluate the scalability of our approach, different
number of nodes is used. Since we are using Spark on top of YARN, each
executor needs to isolated memory partition.

The data streams coming from Amazon CloudWatch is consumed by
all the receivers in parallel. The receivers do not perform any task on the
data. Since the data stream is coming every 10 minutes, we perform the
experiment on micro-batches of data and historical data from OpenTSDB.

In order to evaluate the scalability of the model over large volumes of
data, we compare different workloads. The number of executors was fixed
to 7 and each executor was configured to 4GB of memory. Figure 4.9(a)
shows the execution time with an increasing number of executors. Further,
the processing time and the variance decrease when more executors are
added. A low variance helps to guarantee an upper bound for the execution
time. In fact, spark is fault tolerance which may require recomputing
of some partitions and hence imposing extra overhead. The optimum
execution time is reached at 6 executors. Increasing the parallelism beyond
7 executors does not increase the speed further.

Figure 4.9(b) evaluate the scalability of the algorithms over the incoming
data streams with different workloads. We use the optimal number of
parallel executors (5 and 10) for training our model with configuration of
4GB executor’s memory. The incoming data varies from 5 to 30 million
(the size of 10GB to 60GB). The execution time of varying workloads are
displayed in Figure 4.9(b). The different configuration of executors observe
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Figure 9: Scalability test with execution time per number of executors.

both configuration can scale and exhibits supra-linearly with the quantity
of the time series. The total execution time of handling time-series takes
less than 90 seconds to finish five million data points with optimized
settings. The training process uses the full set of data from batch layer
and generate new models each time while Spark Streaming runs periodical
to process the data.
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4.4 Benchmark test:

Two most popular anomaly detection algorithm were compared with our
model. Figure 4.10(a) shows the anomaly detection technique 20 used by
Twitter. Twitter uses Seasonal Hybrid ESD (S-H-ESD) as an underlying
algorithm. It is built on the Generalized ESD test for detecting anomalies.
The algorithm can detect both local as well as global anomalies. This is
achieved by using a concept of time series decomposition and using robust
statistical metrics together with ESD. For longer time series (say more
than 6 months), the algorithm uses a piecewise approximation. It has
an accuracy of 87% but has a high false-positive rate. Similarly, Netflix
uses a Robust Anomaly Detection as a part of open source project called
Surus 21. Netflix uses PCA for detecting anomalies that has an accuracy
of 76.42%.

The accuracy of our model is evaluated against other state-of-the-art
anomaly detection techniques like SVM [41], DBSCAN [23] [2], and Incre-
mental PCA [40]. Our approach first converts the principal components
(PC)s into a low-rank matrix (L), and then separates it from a sparse
matrix to distinguish noise. We compute the Mean Absolute Difference
between time series to compare it with the baseline model. A low average
similarity score time series is labeled as an anomaly [9]. For example, in
Yahoo datasets, which consist of 1400 time series, 15 were unusual features.
All the methods are evaluated in terms of false positive/negative and
accuracy = TP

(TP+FP ) = No.ofcorrect
Total in real-world datasets. To evaluate the

accuracy of our model, real-world data sets such as Yahoo! data, KDD
intrusion detection dataset , ECG data and Amazon CloudWatch metrics
were used. Figure 11 details the performance of other techniques such
as SVM (Support Vector Machine) [13] [26], DBSCAN (Density-based
spatial clustering of applications with noise) [19] and Incremental PCA [12]
with compared to RSPCA. The figure shows that RSPCA is superior and
more accurate. The RSPCA model performs better when the time-series
data are random in nature. Our technique outperformed the baseline
techniques because the low-rank space of the principal component and
noise is well separated by its variance. We used popular conventional
anomaly-detection algorithms as a baseline.

20https://github.com/twitter/AnomalyDetection
21https://github.com/Netflix/Surus
21http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html
21https://github.com/h2oai/h2o-2/tree/master/smalldata
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Figure 10: Several anomaly detection algorithms tested on Yahoo datasets
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Figure 11: Average accuracy of our method compared to other approaches on different
datasets.

5 Conclusion

Large-scale and complex cloud computing systems are susceptible to
failures, which can significantly affect the cloud dependability and perfor-
mance. In this paper, we present a real-time adaptive anomaly detection
technique in cloud infrastructure. We collected all the performance metrics
from Amazon CloudWatch logs and normalized it. Fast Fourier Transfor-
mation was used to detect a trend in the input time series and converted
the time series into a matrix. Robust PCA was used to transform the
original matrix into a low-rank representation using recursive SVD and a
soft threshold. In this paper, a self-adaptive threshold approach is used.
The threshold is updated during a learning phase. RPCA uses an efficient
approach to decompose into low-rank representations using Spark as the
underlying framework.
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detection in temperature data using dbscan algorithm.” In: Inno-
vations in Intelligent Systems and Applications (INISTA), 2011
International Symposium on. IEEE. 2011, pp. 91–95.

[20] Venkat Chandrasekaran, Sujay Sanghavi, Pablo A Parrilo, and Alan
S Willsky. “Rank-sparsity incoherence for matrix decomposition.”
In: SIAM Journal on Optimization 21.2 (2011), pp. 572–596.

[21] Lars George. HBase: the definitive guide. ” O’Reilly Media, Inc.”,
2011.

144



Paper IV References

[22] Charles Reiss, John Wilkes, and Joseph L. Hellerstein. Google cluster-
usage traces: format + schema. Technical Report. Revised 2012.03.20.
Posted at URL http://code.google.com/p/googleclusterdata/

wiki/TraceVersion2. Mountain View, CA, USA: Google Inc., Nov.
2011.

[23] Tran Manh Thang and Juntae Kim. “The anomaly detection by
using dbscan clustering with multiple parameters.” In: Information
Science and Applications (ICISA), 2011 International Conference
on. IEEE. 2011, pp. 1–5.

[24] Chengwei Wang, Krishnamurthy Viswanathan, Lakshminarayan
Choudur, Vanish Talwar, Wade Satterfield, and Karsten Schwan.
“Statistical techniques for online anomaly detection in data cen-
ters.” In: Integrated Network Management (IM), 2011 IFIP/IEEE
International Symposium on. IEEE. 2011, pp. 385–392.

[25] Konstantin Shvachko, Hairong Kuang, Sanjay Radia, and Robert
Chansler. “The hadoop distributed file system.” In: Mass Storage
Systems and Technologies (MSST), 2010 IEEE 26th Symposium on.
IEEE. 2010, pp. 1–10.

[26] Vasilis A Sotiris, Peter W Tse, and Michael G Pecht. “Anomaly
detection through a bayesian support vector machine.” In: Reliability,
IEEE Transactions on 59.2 (2010), pp. 277–286.

[27] Chengwei Wang, Vanish Talwar, Karsten Schwan, and Parthasarathy
Ranganathan. “Online detection of utility cloud anomalies using
metric distributions.” In: Network Operations and Management Sym-
posium (NOMS), 2010 IEEE. IEEE. 2010, pp. 96–103.

[28] Zihan Zhou, Xiaodong Li, John Wright, Emmanuel Candes, and Yi
Ma. “Stable principal component pursuit.” In: Information Theory
Proceedings (ISIT), 2010 IEEE International Symposium on. IEEE.
2010, pp. 1518–1522.

[29] Chengwei Wang.“EbAT: Online Methods for Detecting Utility Cloud
Anomalies.” In: Proceedings of the 6th Middleware Doctoral Sympo-
sium. MDS ’09. Urbana Champaign, Illinois: ACM, 2009, 4:1–4:6.
isbn: 978-1-60558-852-0. doi: 10.1145/1659753.1659757. url:
http://doi.acm.org/10.1145/1659753.1659757.

145

http://code.google.com/p/googleclusterdata/wiki/TraceVersion2
http://code.google.com/p/googleclusterdata/wiki/TraceVersion2
http://dx.doi.org/10.1145/1659753.1659757
http://doi.acm.org/10.1145/1659753.1659757


References Paper IV

[30] John Wright, Arvind Ganesh, Shankar Rao, Yigang Peng, and Yi Ma.
“Robust principal component analysis: Exact recovery of corrupted
low-rank matrices via convex optimization.” In: Advances in neural
information processing systems. 2009, pp. 2080–2088.

[31] Jeffrey Dean and Sanjay Ghemawat. “MapReduce: simplified data
processing on large clusters.” In: Communications of the ACM 51.1
(2008), pp. 107–113.

[32] Philippe Masset. “Analysis of financial time-series using Fourier and
wavelet methods.” In: Available at SSRN 1289420 (2008).

[33] Hai Qiu, Neil Eklund, Xiao Hu, Weizhong Yan, and Naresh Iyer.
“Anomaly detection using data clustering and neural networks.”
In: Neural Networks, 2008. IJCNN 2008.(IEEE World Congress on
Computational Intelligence). IEEE International Joint Conference
on. IEEE. 2008, pp. 3627–3633.

[34] Anthony McCluskey and Abdul Ghaaliq Lalkhen. “Statistics II:
Central tendency and spread of data.” In: Continuing Education in
Anaesthesia, Critical Care & Pain 7.4 (2007), pp. 127–130.

[35] Felix Salfner and Miroslaw Malek. “Using hidden semi-markov mod-
els for effective online failure prediction.” In: Reliable Distributed
Systems, 2007. SRDS 2007. 26th IEEE International Symposium on.
IEEE. 2007, pp. 161–174.

[36] Roland Kwitt and Ulrich Hofmann. “Robust Methods for Unsu-
pervised PCA-based Anomaly Detection.” In: Proc. of IEEE/IST
WorNshop on Monitoring, AttacN Detection and Mitigation (2006),
pp. 1–3.

[37] Khadija Houerbi Ramah, Hichem Ayari, and Farouk Kamoun. “Traf-
fic anomaly detection and characterization in the tunisian national
university network.” In: NETWORKING 2006. Networking Tech-
nologies, Services, and Protocols; Performance of Computer and
Communication Networks; Mobile and Wireless Communications
Systems. Springer, 2006, pp. 136–147.

[38] Paul Barham, Austin Donnelly, Rebecca Isaacs, and Richard Mortier.
“Using Magpie for Request Extraction and Workload Modelling.” In:
OSDI. Vol. 4. 2004, pp. 18–18.

[39] Mei-Ling Shyu, Shu-Ching Chen, Kanoksri Sarinnapakorn, and LiWu
Chang. A novel anomaly detection scheme based on principal com-
ponent classifier. Tech. rep. DTIC Document, 2003.

146



Paper IV References

[40] Peter Hall, David Marshall, and Ralph Martin. “Adding and sub-
tracting eigenspaces with eigenvalue decomposition and singular
value decomposition.” In: Image and Vision Computing 20.13 (2002),
pp. 1009–1016.

[41] Binh Viet Nguyen. “An application of support vector machines
to anomaly detection.” In: Research in Computer Science-Support
Vector Machine, report (2002).

[42] Jeffrey P Buzen and Annie W Shum. “Masf-multivariate adaptive
statistical filtering.” In: Int. CMG Conference. 1995, pp. 1–10.

[43] Changxue Ma, Yves Kamp, and Lei F Willems. “A Frobenius norm
approach to glottal closure detection from the speech signal.” In:
Speech and Audio Processing, IEEE Transactions on 2.2 (1994),
pp. 258–265.

[44] E Oran Brigham and Elbert Oran Brigham. The fast Fourier trans-
form. Vol. 7. Prentice-Hall Englewood Cliffs, NJ, 1974.

[45] Carl S Rudisill. “Derivatives of eigenvalues and eigenvectors for a
general matrix.” In: AIAA Journal 12.5 (1974), pp. 721–722.

147





Paper V:
AFFM: Auto Feature
Engineering in Field-Aware
Factorization Machines for
Predictive Analytics

149



150



AFFM: Auto Feature Engineering in Field-
Aware Factorization Machines for Predic-
tive Analytics

L. Selsaas1, B. Agrawal2, C. Rong2, T. Wiktorski2

1 Gamut
2 Department of Electrical Engineering and Computer Science, University of

Stavanger

Abstract:
User identification and prediction is a typical problem with the
cross-device connection. User identification is useful for the rec-
ommendation engine, online advertising, and user experiences.
Extreme sparse and large-scale data make user identification a
challenging problem. To achieve better performance and accuracy
for identification a better model with short turnaround time, and
able to handle extremely sparse and large-scale data is the needed.
In this paper, we proposed a novel efficient machine learning ap-
proach to deal with such problem. We have adapted Field-aware
Factorization Machine’s approach using auto feature engineering
techniques. Our model has the capacity to handle multiple features
within the same field. The model provides an efficient way to
handle the fields in the matrix. It counts the unique fields in the
matrix and divides both the matrix with that value, which provides
an efficient and scalable technique in term of time complexity. The
accuracy of the model is 0.864845, when tested with Drawbridge
datasets released in the context of the ICDM 2015 Cross-Device
Connections Challenge.
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keywords– Predictive analytics, FFM, Factorization machines,
cross-device connections

1 Introduction

Predictive analytics is an important technique with applications in many
fields ranging from business to science. Applications such as online ad-
verting, e-commerce website, personalized search, social networks, etc.,
make use of predictive analytics and data mining to mine large-scale data
to identify users. How to provide effective personalized recommendations
while moving users across cross-devices, became one of the most important
research topics in the past few decades. The accurate predictive modeling
for identifying users on cross-devices are required. This identification will
help in recommendation engine, online advertising and will improve user
experiences.

The task of ICDM 2015: Drawbridge cross-device connections com-
petition is to identify the users using different devices. Factorization
Machines (FM) is used as the base model to predict the users. FM is
a generic approach that allows to mimic most factorization models by
feature engineering. The factorization machines combine the generality
of the feature engineering with the superiority of factorization models in
estimating interactions between categorical variables of a large domain.

Figure 1: User connected to multiple cross-devices.
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Problem Statement: Now a day’s consumers are using many devices
to complete the online task or browse the internet. Consider the case,
where a user wants to plan the holiday trip: he reads a travel blog on
his smartphone on the way to work, search for hotels on his laptop after
work, search for flight tickets on his tablet during dinner, search for trip
advisor rated best restaurant in the area on his PC, and also download
a travel book on his Kindle. As the users move across the devices to
complete their online tasks, their identity becomes fragmented. The ads,
recommendations, and messages are not always able to separate whether
the activity on the different devices is tied to one user or many users.
The model is required that can predict the users as they switch between
devices (websites/mobile apps) as shown in figure 1.

1.1 Our Contribution

We propose an automated and scalable model for identifying the users
across the cross-device connection. Our approach provides a novel way
of feature engineering in FFM model. The learning approach used in
our model provides an efficient learning rate compared to classical FFM.
During the learning phase, the learning rate is divided by the number
of features in the opposite field to balance out how much each weight is
updated.

1.2 Paper Structure

Section II gives an overview of the background. Section III introduces the
design and approach of our model. Section IV evaluates our algorithm
and presents the results. Section V concludes the paper.

1.3 Related Work

In 2010, Rendle [8] introduced Factorization Machines (FM), which com-
bine the advantages of Support Vector Machines (SVM) [9] with fac-
torization models. However, with raw data the performance of FM is
culpable. Feature engineering is required beforehand to use FM. Field-
aware factorization machines (FFM) [2] have been used to win two Kaggle
clickâĂŞthrough rate prediction competitions hosted by Criteo22 and
Avazu23. The performance of the model degrades with large matrices.

22https://www.kaggle.com/c/criteo-display-ad-challenge
23https://www.kaggle.com/c/avazu-ctr-prediction
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Moreover, FFM requires pre-feature engineering on the raw data before
predicting. Factorization Machines are available in many open source
libraries such as GraphLab [4], Spark-libFM24, and Bidmach [6]. The
reason we adopted FFM because it provides an efficient way to solve the
larger problems with better accuracy.

The challenges of track 2 of the KDD cup 2012 competition was to
predict the click-through rate (CTR) of advertisements [7]. They also
used featured engineering with several models ANN, probability models
and collaborative filters. They used an interesting method of featured
engineering to design their factor model. Another research on predicting
clicks on ads on Facebook provides an interesting approach for featured
engineering [5]. In the paper, it shows how the number of parameters has
an impact on the overall system performance. However, it uses decision
tree for prediction over featured engineering.

The approach mentioned in this paper provides an efficient way for the
users to perform machine learning without caring much about feature
engineering.

2 Background

2.1 FM (Factorization Machines):

Factorization machines are a new model class that combines the advantages
of Support Vector Machines (SVM). Steffen Rendle [8] introduced this
model in 2010. This model exhibits similar properties of SVM, but FM
is used as general prediction tasks. Like other models, non-linear SVMs
or decision trees, FM includes interactions between predictor variables.
For example, FMs can learn that young users like to access from different
devices, whereas preferences of old users are opposite.

2.2 Feature Engineering:

Feature engineering is the process of creating features that make machine
learning more accurate and efficient using domain knowledge of the data.

24http://spark-packages.org/package/zhengruifeng/spark-libFM
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3 Approach

As introduced in Section 1, FFM is used as our based model for predicting
users across cross-devices. Factorization Machines (FM) are defined as
mentioned in equation 4.1. A second-order FM for i-th feature vector xi
of n x n matrix X is defined as in equation 4.1:

ŷ(x) := w0 +
n∑
i=1

wixi +
n∑
i=1

n∑
j=i+1

< vi, vj > xixj (4.1)

where, < vi, vj > is the dot product of two vectors of size k:

< vi, vj >:=
k∑

f=1

< vi,f , vj,f > (4.2)

The field-aware factorization machines (FFM) is explained in equation
4.3:

ŷ(x) := w0 +

n∑
i=1

wixi +

n∑
i=1

n∑
j=i+1

< vi,f1, vj,f2 > xixj (4.3)

where, < vi,f1, vj,f2 > are two vectors with length k. f1 and f2 are
respectively the fields of i and j.

The two vectors are compared, and their features are loaded into the
model without any feature engineering. The datasets from the device,
cookie and IPs are used for feature engineering. The datasets device and
cookie are merged using common field drawbridgeHandle. As our model
handles features, we can just load raw features in the model. The learning
model reads the features of the matrices and updates the learning rate.
There are 42 different types of features used out of which seven features
are shown as an example in the figure 2. Equation 4.4 defines the mapping
of two vectors field and feature that is derived from FFM definition:

ŷ(x) :=

n∑
i=1

n∑
j=i+1

< vi,f1, vj,f2 > xixj (4.4)

The datasets are fed to the model. Before sending the data, the cookies
and devices are merged. On the training phase, it calculates the factors
in the feature vector and field vector. In the update, the learning rate is
calculated, and learning of the model with each field present in the cell
is calculated. The update algorithm performance is quite efficient. The
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Figure 2: Interactions between fields and their features.
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Figure 3: Predictive learning Data Model.

learning rate is divided by the number of features in the opposite field. In
fact, in this process, it can save time to traverse the entire matrix. And
finally, users are predicted in the prediction block as shown in figure 3

Figure 4 depicts the interaction pairs of the model between field vector
and feature vector. Within every cell of the matrix in Figure 4, the model
had its own set of features for the factorization. For example, there are 8
unique device types, which are used as a feature for the field name device
type. For unique 8 types of device, the mapping between fields and features
is shown in figure 5. There are 89 unique device operating systems, 368566
unique properties, 443 unique categories, etc. The training file consists of
142770 devices and the test file consists of 61156. There are almost 2.1
million cookies records. The traditional FFM provides an efficient method

156



Paper V 3. Approach

1 2 3 4 5 6 7 8

DevideID * CookieID

DevideID * OStype

DevideID * Devicetype

DevideID * IP

DevideID * IscellIP

DevideID * Device/Cookie

DevideID * PropertyID

Device/Cookie * PropertyID

IscellIP* PropertyID

CompOS/Type* PropertyID

DeviceType* PropertyID

IP* PropertyID

CookieID* PropertyID

Figure 4: Factors in the feature vector and field vector
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Figure 5: Factors multiplication between fields and features of devicetype field.

of factor field multiplication. Our model reads the entire field and divides
the feature using the number of features in the opposite field, which makes
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it efficient by jumping the cells in the matrix.
The model deals with the properties directly without the need for any

feature engineering. The model can adapt the properties directly from
the raw data. Before feeding data to the model, the number of potential
cookie/device pairs is reduced down to about 900k and then treats as a
regression problem. There exist several properties for devices and cookies.
This makes learning challenging for FFM in terms of time and memory
complexity.

3.1 FFM Learning rate:

The issue with learning rate is that the other features interacting with the
property feature will get updated once for every property and since they
are all updates towards the same field this means we update the same
weight again for every property. With the large-scale datasets where the
properties of fields are massive, this tends to be an issue. For example,
we could have over 200 properties for one sample and maybe just 1 for
another. This can be compared to one of the samples getting 200 times
higher learning rate towards that field. So it would either end up with a
too high or too low learning rate âĂŞ neither works very well.

Our approach solves this problem by dividing the learning rate by the
number of features in the opposite field. For example, if there are 200
properties in one sample and 1 for another. The learning rate is divided
by 200, so the total amount of learning rate applied is the same as if there
was 1 property only. This approach fits the training data to the point of
extreme precision, but it could easily over-fit. Another key challenge is
to overwhelm the over-fit if there are the small weights adding up. We
need to add Regularization [3] to reduce the impact of the smaller weights
making a more robust solution, which does not over-fit.

3.2 Feature Engineering:

The model can automatically handle features from the original data, which
makes the model scalable and efficient. This provides advantages over
Support Vector Machines (SVMs) and Gradient Boost Machines (GBMs).
We can achieve similar accuracy, using other machine learning algorithms
like SVMs, GBMs, Decision trees, etc. But feature engineering is necessary
to be performed before processing data to the model, which consumes
unnecessary latency and performance degradation of the model. In fact,
users need to understand the properties of the matrix to perform feature
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engineering. 42 different features are extracted that is listed in table 4.1.

Table 4.1: List of features used in the model.

S.N. Fieldname Type
1 Device type

Device

2 Device OS version
3 Device Country Info
4 DeviceAnonymous c0
5 DeviceAnonymous c1
6 DeviceAnonymous c2
7 DeviceAnonymous 5
8 DeviceAnonymous 6
9 DeviceAnonymous 7
10 deviceProperties
11 computer OS type

Cookie

12 Browser version
13 Cookie country info
14 CookieAnonymous c0
15 CookieAnonymous c1
16 CookieAnonymous c2
17 CookieAnonymous 5
18 CookieAnonymous 6
19 CookieAnonymous 7
20 cookieProperties
21 DeviceIPFreq count

Device IP

22 DeviceIPAnonymous Count 1
23 DeviceIPAnonymous Count 2
24 DeviceIPanonymous Count 3
25 DeviceIPAnonymous Count 4
26 DeviceIPAnonymous Count 5
27 CountIPsForDevice
28 CookieIPFreq count

Cookie IP

29 CookiesLeastFrequentIP
30 CookiesSecondLeastFrequentIP
31 CookiesThirdLeastFrequentIP
32 CookieIPAnonymous Count 1
33 CookieIPAnonymous Count 2
34 CookieIPanonymous Count 3
35 CookieIPAnonymous Count 4
36 CookieIPAnonymous Count 5
37 CountIPsForCookie
38 IPaggIs cell IP

IP aggregation
39 IPaggTotal Freq
40 IPaggAnonymous count c0
41 IPaggAnonymous count c1
42 IPaggAnonymous count c2
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4 Result

Setup: Our system is comprised of 6 core, 64 GB of ECC DDR-2 RAM, 1
TeraBytes of storage. The operating system used is Windows 8. Java 1.7
is used to build the model.

Datasets used here are provided by Drawbridge during Kaggle competi-
tion. The datasets consist of relational information about users, devices,
cookies, information on IP addresses and behavior. It consists of different
sets of data. First device table provides basic information of the device.
It provides high-level summary information regarding the device. Draw-
bridge Handle field uniquely identify a person behind the device and cookie.
Device and cookie of the same person will have the same handle. Similarly,
cookie table provides similar information about the cookie. Second, IP
table describes the joint behavior of device or cookie on IP address. One
device or cookie can appear on multiple IPs, so we put all the IPs into a
bag. Third, IP aggregation table provides IP address information. Fourth,
property and property category table provides the information regarding
website (cookie) and mobile app (device) that user has visited before. It
also provides the list of hash values for specific name of the website and
mobile app and the list of categorical information of the websites and
mobile apps. Detailed information for the datasets is provided in the
actual Kaggle competition [1].
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Figure 6: Performance graph comparison of FFM with our model.
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AFFM performance is compared with features and without features
in figure 6. The lack of features saves lots of computation memory and
time. Varying the size of training data to evaluate the performance of
the model. The training data consists of 142770 devices and the test file
consists of 61156. There is almost 2.1 million cookies record. Performing
features selection on devices, cookie and IP tables will be time and memory
consuming. One of the team member Gilberto 25 used Decision tree’s but
for this paper, we will focus on the results got from FFM. AFFM provides
better compromise accuracy with good performance. There is always a
trade-off between accuracy and performance.

Regularization is added to our model so that it reduces overfitting. The
AFFM produces a score of 0.864845 in the private Leaderboard. The
actual leaderboard score for the competition is 0.789924, but after the
competition had ended we realized everyone removed -1 value handles, so
trying that approach lead scores to 0.864845. Our model is tested without
properties and the scores in leaderboard is 0.852774.

5 Conclusion

In this paper, we presented our FFM model with auto feature engineering
capability. Our model can perform on the raw datasets. It has inbuilt
ability to calculate the feature in the field and drops the learning rate of
the model. Our model does not read all the unique values of cell present
for that features. The model has a steady learning rate which allows it to
use raw properties of the devices and the cookies. The model provides the
score of 0.864845 in the leaderboard. We are able to improve the model
performance by performing the auto feature engineering and balanced
learning rate. This emphasizes the importance of feature engineering and
learning rate.
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Abstract:
Data streams from various Internet-Of-Things (IOT) enabled sen-
sors in smart homes provide an opportunity to develop predictive
models to offer actionable insights in form of preventive care to its
residence. This becomes particularly relevant for Aging-In-Place
(AIP) solutions for the care of the elderly. Over the last decade,
diverse stakeholders from practice, industry, education, research,
and professional organizations have collaborated to furnish homes
with a variety of IOT enabled sensors to record daily activities of
individuals. Machine Learning on such streams allows for detection
of patterns and prediction of activities which enables preventive
care. Behavior patterns that lead to preventive care constitute a
series of activities. Accurate labeling of activities is an extremely
time-consuming process and the resulting labels are often noisy
and error prone. In this paper, we analyze the classification
accuracy of various activities within a home using machine learning
models. We present that the use of an ensemble model that
combines multiple learning models allows to obtain better classi-
fication of activities than any of the constituent learning algorithms.
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1 Introduction

The core concept of smart home environments is to collect information
about their residents through an array of sensors in order to provide
actionable insights about their behavior. The driving factor in this di-
rection is the growing number of the aging population [5]. There has
been a growth in interest in research on sensor networks, techologies, ICT,
data science and services that would enable monitoring daily activities
of indivisuals, provide real time feedback, enable proactive & preventing
care and detect behaviour patterns that could lead to chronic conditions,
such as Alzheimer. In addition, these technologies also aim to reduce
the cost and allow the elderly to live longer in the comfort of their own
homes. Collectively, they can be classified as Aging-In-Place [39, 32] (AIP)
solutions.

The primary component of such AIP solutions are homes furnished
with various internet enabled sensors, such as movement sensors, cameras,
environment sensors and body network sensors (accelerometer, etc.) that
enable the collection of data. The interaction of residents with these
sensors can allow for determination of various activities of daily living.
Activities collected over a time period describe their living behaviour
which, in turn, can open a wide array of possibilities in the form of care
provided to the elderly [21, 19, 36]. Research in activity recognition based
on the interaction with home sensors has emerged as one of the main areas
of investigation for AIP solutions [11, 35]. Activity recognition enables the
identification of various actions performed by indivisuals in their homes,
for example, bathing, using the toilet, sitting on a chair, sleeping and
cooking.

Machine Learning [8] is a study of pattern recognition, computational
intelligence, and computational learning theory that allows to automati-
cally learn and make accurate predictions based on past observations. It
plays a crucial role in activity recognition in smart homes as past true
observations of activity labels for a series of sensor interactions can be used
for classifying future interactions in the same or simillar homes. In fact,
much of the current reseach in activity recognition uses machine learning
to classify sensor interactions into activity labels. However, just machine
learning itself is limited in terms of their classification accuracy as they
are dependent on a specific learning model that is being used. Comparing
multiple machine learning models and combining multiple models that
contribute to the accuracy and gives better results than using those models
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individually [31]. This form of learning is called Ensemble Learning. In
this paper, we demonstrate that ensemble learning performs significantly
better than the majority of smart home projects that use some form of
machine learning for activity recognition. We also compare the accuracy
of different individual models with the ensemble model.

The rest of the paper is structured as follows. Section 2 provides an
introduction to various machine learning models used in our evaluation.
The methodology that is used for the evaluations in terms of ensemble
learning is described in section 3. Section 4 introduces the data used for
the evaluation and presents the results. We discuss the related work in
section 5 and conclude in section 6.

2 Background

Distinct advantages can be derived from different learning strategies. These
strategies are dependent on the complexity of the learned concept, the
structure of the data, the frequency or granularity of the data, the ability
to deal with noisy data and the ability to process continuous or discrete
features. In the following subsections, we provide an overview of machine
learning techniques and progression of such techniques into compounded
methods used for classification of different activities in a smart home.

• Random Forest: Random Forest is an ensemble learning method
for classification and regression which operates by constructing mul-
titude of decision trees at training time [40]. Random Forests grow
many classification trees. To classify a new target from an input
vector, each vector is added down the trees in the forest. Each tree
gives a classification and all trees vote for that particular class. The
forest chooses the classification with the most votes.

• TF-IDF: Tf-idf is term which means frequency-inverse document
frequency, and the tf-idf weight is a weight often used in information
retrieval and text mining [42]. This weight specifies how important a
word is to a given document in the overall collection. The importance
increases proportionally to the number of times a word appears in
the document. TF-IDF are often used by search engines for page
ranking.

• Naive Bayes: A Naive Bayes classifier is a classifier that is based
on the popular Bayes’ probability theorem. They are known for
creating simple yet well performing models, especially in the area of
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document classification [41].

• k-nearest neighbors: k nearest neighbors is one of the simplest
algorithms that classifies new classes based on distance functions
(e.g.: Manhattan, Euclidean, Minkowski, and Hamming) [20]. KNN
has been widely used in statistical estimation and pattern recognition
since the 1970’s as a non-parametric technique.

• XGBoost: XGBoost is “Extreme Gradient Boosting” [2]. Usually,
a single tree is not strong enough to be used in practice. What is
actually used is the so-called tree ensemble model that sums the
production of multiple trees together. In Graident Boosting, the
error of one tree is adjusted to another, using parameter gradient
in order to offer better prediction for the new tree. XGBoost is
primarily a tree ensemble model.

• Neural Network: A neural network [37], is a network of intercon-
nected processing elements (neurons) that work in unison to solve a
specific problem. They have been inpired by the way a biological
nervous system works and processes information.

• Ensemble: Ensemble learning is the art of combining diverse set
of individual models together to improvise on the stability and
predictive power [18].

3 Methodology

Random Forest 

Xgboost

Xgboost

KNN

KNN

raw data

tfidf

Combine

raw data

Xgboost 20 runs

Level-1

Level-2

Figure 1: An overall architecture of our learning ensemble model.
In this section, we present our idea of building an ensemble model

by combining different machine learning models. Additionally, there are
other techniques such as bagging, stacking, and boosting schemes that are
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similar to ensemble [38]. However, evaluating all of them is beyond the
scope of this paper.

In ensemble methods, several individual models are combined to form
a single model. The most common approach is taking the average or
weighted average of each model. However, in practice. much advanced and
complex combination techniques are used [34] [9]. Further, an ensemble
model has also been demonstrated to perform extremely well for real world
scenarios [24]. The most popular examples are that of NetFlix Prize Chal-
lenge26 and KDD cup 2015 [1] where more than 100 models were combined
together to achieve better accuracy. The number of machine learning
models to ensemble can be determined by taking the best combination of
n models that are linear [28].

Ensemble methods should have multiple good models with sufficiently
uncorrelated errors. The individual models are normally combined into a
single model as in equation 4.1:

Yens(t) =
1

n

n∑
i=1

M(t) (4.1)

where Yens(t) is the output of the ensemble model, M(t) are the outputs
of the individual models and n is the number of models.

In order to evaluate the classification accuracy of activity recognition
in smart homes, an ensemble model with 2 level ensemble was created, as
shown in figure 1. On level-1, we combine 3 different models (XGBoost,
Random Forest, KNN) on raw datasets and 2 different models (KNN and
XGBoost) on feature extracted datasets. At first, we calculated TF-IDF
of the raw data and then fed it into these models. We combined the
output prediction of all 5 models and used it as a feature for the next
level. Level-2 combined the outputs of all 5 models and used it as input
along with the raw datasets. We used multiple XGBoost runs to achieve
better accuracy.

3.1 Feature Extraction

Feature extraction is an important component for getting better accuracy.
The raw datasets used in our experiments have a set of missing feature data
which is handled by inputting it as the mean column values. Other features
such as mean, standard deviation, minimum, median, and maximum values
of all of the sensors are also extracted. Moreover, the activity labels are

26http://netflixprize.com/
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probabilistic, these labels are averaged over multiple annotators, excluding
0 and 1. The normalization of data between 0 and 1 is done with the use
of a standardization technique. Standardization is a feature that removes
the mean and scales the variable to unit variance [22]. Standarization and
normalization are very common requirements for many machine learning
algorithms which assume that all features are centered around 0 and have
variance in the same order. If a feature has higher variance, it might
dominate the objective function and make the classifier unable to learn
from other features.

3.2 Learning Models

In our ensemble model, we used three types of models: Random Forest,
XGBoost and KNN. The selection of the model is defined by the accuracy
of the individual model and is explained in section 4.2. A combination of
additional models could lead to overfitting [44]. In order to avoid overfitting,
we choose to use to top three models. The input data (section 4.1)
consists of 100 different features which is the combination of 3 sensors:
accelerometer, video and environmental data. Additionally, we added
extra features which vary for each sensor. The output of these models is
combined and fed as feature to another level.

4 Emperical Evaluation

In this section, we describe the raw datasets and present the results which
evaluate and validate our model. It evaluates the accuracy level of activity
classification and investigates the benefits of the ensemble model in activity
identification.

4.1 Data Description:

The activities are identified with the data from three types of sensors;
accelerometer, video (RGB-D), and environmental sensor. The accelerom-
eter is sampled at 20 Hz and is in a raw format. Video data is based
on features extracted from the center of mass and bounding box of the
identified persons. Environmental data consists of Passive Infra-Red (PIR)
sensors, and is provided in a raw format. Detailed data is provided in [4].
Twenty posture activity labels are annotated in the dataset, and described
in table 4.1:
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Table 4.1: Description of Data

Label Description

a ascend ascent stairs

a descend descent stairs

a jump jump

a loadwalk walk with load

a walk walk

p bent bending

p kneel kneeling

p sit sitting

p lie lying

p squat squatting

p stand standing

t bend stand to bend

t kneel stand kneel to stand

t lie sit lie to sit

t sit lie sit to lie

t sit stand sit to stand

t stand kneel stand to kneel

t stand sit stand to sit

t straighten bend to stand

t turn turn

The prefixes ’a’,’p’, and ’t’ are used as a label to indicate an ambulation
activity, static postures, and posture-to-posture transitions. These labels
are the target variables that need to be classified with the use of train and
test datasets.

Further [4] describes the weights and distribution of these activities
and is demonstrated in figure 2. The Prior Class Distribution displays
prior distribution of the training data for the 20 different activities. It
shows that p sit occurs nearly 20% of the time and some of the other
activities such as p squat, a jump, and a descend occur about less than
2% of the time. The Class Weight graph shows the activity names and
their associated weights. Activities that are performed more frequently
than other activities are weighted less than those performed rarely. The
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activity a jump has the highest weight when compared to activities, such
as p sit and p kneel which are given weights of 0.2 and 1.04, respectively.
This further alludes to the fact that the prediction of rare activities, such
as a jump is 5 times more likely than a frequent activity like sit.

Figure 2: Class weights.

4.2 Evaluation:

The activity classification is performed by combining different models. We
performed feature extraction with the use of TFIDF on the raw datasets
to enchance the accuracy level. The accuracy of 5 different models was
evaluated by executing them over the raw and feature extracted datasets
as shown in table 4.2. The best three models were then choosen to form
an ensemble model. The evaluation of ensemble model is done with the
use of the brier score since the outcome of activities is in a probabilistic
forecast. The brier score is an average of the sum of the squared errors of
a probabilistic prediction [45].The brier score is shown in equation 4.2.

BS =
1

N

N∑
t=1

C∑
c=1

wc(pt,c − at,c)2 (4.2)

where N is the number of test instances, C is the number of classes, wc
is the weight of each class, pt,c is the probability of the predicted output
and at,c is the actual outcome of the event. Therefore, the smaller the
brier score, the higher the accuracy.
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Table 4.2: Accuracy of a single model on raw and feature extracted datasets

Model datasets brier score

Random Forest raw 0.24

K-NN classifiers raw 0.217

K-NN classifiers tfidf 0.227

Xgboost raw 0.23

Xgboost tfidf 0.232

neural network raw 0.31

neural network tfidf 0.299

naive bayes raw 0.273

naive bayes tfidf 0.266
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Figure 3: Brier score of different model with variation of test dataset size from 10%
to 50%.

In figure 3, we compare our model to other machine learning models
(KNN, XGBoost, RandomForest, Naive Bayes, Neural Network). The
average brier score for all activies was measured for each model. The
ensemble model achieves better accuracy accross different training and test
dataset sizes. Its performance deteriorates much slower with the reduction
in the training sizes and has a linear nature.

In order to demonstate the individual activity classification accuracy, the
dataset was split into 80% for training and 20% for testing the ensemble
model. Figure 4 shows the accuracy of the model for classifying the
activities. The model is compared with the actual label present in the
datasets. The overall brier score of our ensemble model is 0.164. It is
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Figure 4: Evaluation of ensemble model on different activities.

able to closely classify rare activties, such as p squat, a jump and others.
However, frequent activities are slightly over- or underestimated.

Figure 5 shows the area under a receiver operating characteristic (ROC)
curve. ROC curve represents the performance of an ensemble model [43].
It shows the estimated sensitivity and specificity for different cutoffs. ROC
curve is ploted against the false positive rate (FPR) on the x-axis and the
true positive rate (TPR) on the y-axis. The grey (45-degree) diagonal line
represents the average performance of a Uniform (0, 1) random variable.
The further away a line is from the diagonal line (in terms of sensitivity),
the better the accuracy. Overall, gain in sensitivity (true positive rate) is
> 86%.

The ROC curve can be combined into a single value by calculating the
convex shape in ROC curve to get AUC (Area Under Curve). The AUC
of our model is 0.869. The optimal point in ROC curve is (FPR,TPR)
= (0, 1) which means that a curve has no false positive. In the figure,
activities, such as psquat and ajump have low AUC value because these
activities are rare and the training datasets have very limited patterns for
such activities.

174



Paper VI 5. Related Work

Specificity

S
e
n

s
it
iv

it
y

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

1.0 0.8 0.6 0.4 0.2 0.0

a_ascend

a_descend

a_jump

a_loadwalk

a_walk

Specificity

S
e
n

s
it
iv

it
y

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

1.0 0.8 0.6 0.4 0.2 0.0

p_bent

p_kneel

p_lie

p_sit

p_squat

Specificity

S
e

n
s
it
iv

it
y

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

1.0 0.8 0.6 0.4 0.2 0.0

p_stand

t_bend

t_kneel_stand

t_lie_sit

t_sit_lie

Specificity

S
e

n
s
it
iv

it
y

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

1.0 0.8 0.6 0.4 0.2 0.0

t_sit_stand

t_stand_kneel

t_stand_sit

t_straighten

t_turn

Figure 5: Area under a receiver operating characteristic (ROC) curve for evaluating
the ensemble model.

5 Related Work

There has been ample research on machine learning models used for activity
recognition in smart homes. Recognition and detection of human activities
have been addressed with neural network models [3, 35, 23, 12], decision
trees [6, 35, 16], bayes classifiers [6, 7, 35], random forests [13, 6, 29],
support vector machines [6, 15, 25, 10], adaptive boosting [6, 29] and
K-NN classifiers [30, 27].

However, using a single model is still the prime challenge for machine
learning in smart homes. It can be attributed to the variance in the
deployment context in which learning takes place. Alternatively, ensemble
learning addresses these challenges as it combines multiple models. It
uses the output of one or multiple model(s) depending on their accuracy
as feature(s) to another [33]. The research in the direction of combining
multiple machine learning models into an ensemble learning model for

175



6. Conclusion Paper VI

activity recognition in smart homes is quite novel. It is limited with some
contirbutions from [26, 14, 17].

6 Conclusion

In this paper, we discussed the importance of activity recognition for
smart homes. Different machine learning techniques have been described
in literature to classify activities of residents, based on their interaction
with their home sensors. However, a number of challenges and limitations
were identified in these approaches. In practice, no single machine learning
model can achieve an acceptable level of accuracy on a given dataset. To
overcome the limiations of such existing work, we proposed an alternative
state-of-the-art ensemble model. The output of multiple classifiers was
fed into an ensemble model as input. It achieved a better classification
performance as compared with individual classifiers. We demonstrated
that our ensemble model outperformed other techniques. Further, we
evaluated the result with a ROC curve which indicated that all classified
activities were more closer to true positives.
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